Monte-Carlo Based Characterization of the Counting Rate (NECR) Response for Personalized Optimization of the Administered Activity in Clinical PET Imaging
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Purpose: The statistical quality of a PET scan can be significantly affected by the associated patient and scanner characteristics. Standard protocols could be optimized by regulating the administered activity $A_{adm}$ such that the statistical quality is maximized for each individual patient for a given scan time. The objective is to model the direct relationship between the noise equivalent count rate NECR and $A_{adm}$ for a wide range of scanner and patient parameters employed in clinical scans.

Methods: A series of extensive and validated Monte Carlo simulations is utilized to systematically investigate, under realistic and controlled conditions, the effect of a wide set of (i) phantom sizes modeling children, slim and obese patients, (ii) bed positions, (iii) energy windows, (iv) coincidence time windows, (v) and combination of dead times and detector responses on the NECR for a range of $A_{adm}$.

Results: A wide plateau is observed in NECR($A_{adm}$) curves particularly for large patients, suggesting that 90-95% of peak NECR can still be obtained with considerably less $A_{adm}$. Moreover, for default scanner configurations and cardiac beds, an optimal $A_{adm}$ range of 55-65 MBq for HR+ and 300-450 MBq for Biograph scanners, with the maximum NECR being considerably higher for the latter.

Conclusions: The generalized NECR($A_{adm}$) model can be utilized to predict for each individual patient scan an optimal range of $A_{adm}$ for which NECR is maximized, thus potentially allowing (a) for efficient utilization of the available activity in PET centers and (b) for minimization of cumulative radiation exposure.
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1. Introduction
1.1. Background

Positron Emission Tomography (PET) imaging has been established in the clinical setting for diagnosis, staging, restaging and treatment response monitoring of a wide range of oncologic malignancies [1-3]. A set of well-defined and streamlined PET data acquisition protocols have been standardized to ensure stability and easy clinical adoption of whole-body PET scans. One of the major objectives of a PET acquisition protocol optimization study is to minimize the impact of noise and, thus, improve the statistical quality of the acquired projection data, by increasing the number of true
coincidence counts relative to prompt counts, i.e. the sum of true, scatter and random coincidences counts [4-10]. Effectively, the product of true coincidences with the fraction above denotes the number of "statistically useful counts" in the raw projection data. However, for a given activity distribution, the number of statistically useful counts and, thus, the statistical quality of the acquired projection data does not only depend on the acquisition protocol but also on the properties of the particular patient and scanner [2, 6, 8, 11, 12]. Alternatively, certain studies aimed at image-based optimization of PET acquisition protocol by assessing the noise and lesion detectability in the reconstructed images instead of the statistical quality of the raw projection data [13-16]. Recently, Chang et al. [17] assessed protocol performance in both projection and image domains for various scanner types.

For this reason, PET acquisition protocols are usually customized according to a set of default technical specifications for each scanner in an effort to ensure scanner-tailored acquisitions of overall good statistical quality across multiple bed positions. However, customizations tailored for a fixed set of default parameters may not be adequate enough in the case of certain studies necessitating the tuning of certain technical parameters of a scanner, such as the energy window. Ideally, a more generalized framework should be preferred, capable of accounting for a wide set of possible technical specifications, such as the dead time, the coincidences time window and the detectors type, covering most of the configurations currently applied in modern clinical PET scanners. In addition, the attenuation properties of the imaging subject may vary significantly across patient population, thus resulting in different effects on statistical quality of each scan. Furthermore, if the protocol involves a specific bed position, the corresponding activity distribution properties may differ significantly from the average properties across whole-body field-of-view (FOV). Therefore, in order to optimize the acquisition protocols in clinical human PET studies on an individualized scan basis, it is necessary to systematically investigate the effects of a wide set of scanner- and patient-specific parameters on the statistical quality of acquired PET data.

1.2. Focus of the Present Study

In general, two of the most important acquisition protocol parameters affecting statistical quality are the initial amount of administered activity into the patient and the scan time. In the current study, we focus on the optimization of the administered activity level for each patient-specific scan, assuming a constant acquisition time per bed, as determined by the corresponding standard protocol. A reason for this decision originates from the observation that many acquisition protocols rely on constant bed frame durations to streamline and standardize the acquisition process in a routine clinical environment, while less attention is exercised in the personalized regulation of administered activity, which can be more straightforward in terms of clinical implementation.

The metric of noise equivalent counts (NECs), which we elaborate upon in section 2.1, is employed to quantify the statistical quality of the acquired projection or sinogram data. The number of NECs denotes the minimum required number of non-contaminated (true) coincidences counted from an ideal PET system, within a certain scan duration that would produce a statistically equivalent Poisson noise level as that produced by the prompt coincidence counts acquired by an actual scanner, susceptible to contamination from random and scatter coincidences, within the particular scan time. Essentially, the term "statistically useful counts", as defined earlier, refers to the NECs and is equivalent to the square of the signal-to-noise ratio (SNR) in the PET projection data.

Since the scan time is considered a constant for this study, a more appropriate figure of merit for the statistical quality of the projection data could be the rate at which statistical useful counts or NECs are acquired: the noise equivalent count rate or NECR. The higher the NECR, the more NECs are acquired per unit scan time. NECs and NECR are generally not simple monotonic functions of the intensity of the activity distribution. The relation between the NECR and the administered activity or dose $A_{\text{adm}}$, which is usually proportional to the intensity of activity distribution $A_t$ at time $t$, is a non-linear curve with a peak at moderate dose levels. For small amounts of administered activity, the NECR increases with $A_{\text{adm}}$ until it reaches a plateau peak, while for very large dose levels, NECR levels gradually fall off, due to dead-time and pile-up effects as well as high random coincidence count rates (trues are proportional to the activity distribution $A_t$, while randoms are proportional to the square of $A_t$).

1.3. Utility to the Nuclear Medicine Community, and Comparison with Alternative Techniques

The last decade has witnessed an increasing interest by the international nuclear medicine community in the role of the administered dose in the statistical
quality of routine human PET clinical studies. Many nuclear medicine professional organizations, such as the Society of Nuclear Medicine and Molecular Imaging (SNMMI) and the European Association of Nuclear Medicine (EANM), have formed scientific committees with the task to survey existing clinical dose administration protocols and subsequently standardize simple international clinical guidelines regarding individualized administered dose regimens based on specific criteria, such as the patient weight, the type of tracer, the acquisition mode (2D or 3D) and the bed acquisition length [18-26]. A very recent survey by Alessio et al. [27] have concluded a wide variety of dosing regimens (fixed, range or weight-based) in 225 and 95 clinical facilities in the Unites States for bone and FDG-whole body PET studies respectively.

A strategy for the optimization of a PET acquisition protocol could involve the estimation of the administered activity/dose $A_{adm}$ for which the relative Poisson noise level is minimized or, effectively, the NECR metric in the acquired projection data is maximized. In order to determine the optimal administered activity ($A_{adm,opt}$), the NECR($A_{adm}$) curve or objective function should be estimated for each individual scan. However, the direct calculation of NECR($A_{adm}$) from each patient is not clinically feasible, as it requires the initial administration of a relatively very high amount of tracer activity into the patient and a very long acquisition time to allow for the tracer to decay while scanning for a wide range of activity levels.

The NECR has been included as the recommended counting rate metric in the National Electrical Manufacturer's Association (NEMA 2001) NU 2-2001 performance standards publication. Thus, it has been extensively employed in the past as one of the major performance evaluation surrogates to assess the statistical counting rate capabilities of a wide range of clinical human PET scanners from direct experimental measurements [28-32]. All studies above have employed simplified phantoms of basic geometrical shapes, such as cylindrical phantoms, to approximate the human body attenuating tissues and, later, extrapolate the measurements to human scans. However the attenuating properties of the human body are of high complexity and vary across patient population resulting in considerably different NECR responses. Thus, NECR performance evaluations relying exclusively on simple geometrical phantoms may not be accurate and representative of each patient scan. In an attempt to more reliably extrapolate phantom-derived measurements to human clinical environments Smith and Karp [33] measured the prompt and true coincidence rates as a function of the singles rate for both phantom and clinical scans and observed a correlation.

Lartizien et al. [11] developed a method to evaluate clinical patient data based on the counting rate (NECR) curves as derived from prompts and randoms instead of true and randoms rates. Based on phantom measurements, they derived a relation between NECR and the singles rate $s$ but did not attempt to extrapolate NECR curves to individual patient scans. The singles rate $s$ defines the rate of individual events detected before it is determined whether each of these events coincides with another to constitute a coincidence pair of events. As a result, $s$ rates depend on each patient’s activity and attenuation distribution properties. However, we note that the coincidence events rate is a function of the given singles events ($s$) and does not further depend on patient characteristics, which have already affected the $s$ distribution. This observation is utilized in the following studies.

Thus, Watson et al. [34] first demonstrated the counting rates in human subjects could be indirectly estimated by appropriately scaling phantom-derived true, randoms and NECR functions of $s$ to the corresponding data points of individual clinical scans, based on their individual $s$ rates. The scaling is possible as the phantom derived counting rate functions of $s$ are patient-independent and may only be affected by the scanner current configuration. However, the previously estimated patient-specific NECR was termed pseudo-NECR by the authors, as it did not accurately accounted for patient-specific scatter and randoms fractions, because they were not provided by the clinical scanner software at the time. Expanding this concept, Watson et al. [6] proposed a method to indirectly estimate a more accurate patient-specific NECR($A_{adm}$) response, based on an experimental phantom-derived NECR($s$) function as well as singles, true, randoms and scatter coincidences obtained from a single patient scan. Thus, they could potentially identify a range of administered activity levels $A_{adm}$ for which the NECR is nearly maximal. Moreover, they applied their method on 2 scanners, each involving 163 clinical FDG PET/CT scans, and evaluated the effect of patient weight and scanner type on the NECR and the optimal $A_{adm}$ range ($A_{adm\_opt}$). Walker et al. [12] further expanded this methodology to make it applicable to dynamic PET studies by extrapolating to individualized NECR($A_{adm}$) curves for each dynamic frame. Subsequently, $A_{adm}$ was optimized such that the NECR was maximized within the time frame for which the kinetic parameter estimation was most sensitive. All previous three methods employ an experimental study.
involving a geometrical phantom to extract the object-independent NECR(s) response of the particular PET scanner. Thus, they only evaluate the overall effect of the scanner configuration on the NECR(A\text{adm}) and the A\text{adm}_{\text{yst}}. As a result, for every scanner configuration, that could possibly be utilized by the various clinical protocols of every PET scanner model, the phantom study has to be repeated and the respective counting rate models must be rebuilt.

The NECR modeling methods of the previous paragraph were all relying on the relationship between NECR and detector singles rate measurements to build a counting rate response model. In the mean time, Stearns [35] proposed an alternative method to estimate for each patient the full shape of acquisition specific NEC (AS-NEC) curves from the prompts and random counts of a single reference scan of the patient. However, their extrapolation of the NECs to each individual patient scan was based, not on the singles rate, but on the detectors dead-time measurements, as provided by the PET scanner system. Later, Danna et al. [36] implemented and validated the method on the GE Discovery ST PET scanner for a wide set of patients.

The two previous classes of methods are retrospectively predicting patient-specific NECR(A\text{adm}) responses relying on specific phantom or clinical measurements and, thus, their examined parameter space is always limited to a particular patient scan. On the other hand, simulations may provide a more standardized and optimized framework to essentially construct a generalized NECR response model, as they can allow for systematic evaluation of the NECR behavior across a large parameter space. As a result, the previous methods cannot be used to (i) directly relate NECR with A\text{adm}, (ii) prospectively optimize the A\text{adm} prior to a patient scan, or (ii) alternatively optimize other acquisition parameters itself, such as scan time, energy window etc.. For that, a more systematic investigation has to be conducted regarding the effects of a wider range of scanner- and patient-specific parameters on NECR(A\text{adm}) and A\text{adm}_{\text{yst}} in order to construct more generalized models that would account for most of the patient study conditions commonly existing in clinical PET imaging.

1.4. Benefits of the Monte Carlo (MC) Approach

Recently, Boldys et al. [37] employed Monte Carlo (MC) simulations to model the NECR(A\text{adm}) response for a range of simplified cylindrical phantoms designed to approximate slim and obese patients. They used a specific MC model of a human PET scanner, though its NECR performance was not validated against experimental data as obtained from an actual scanner. Their target was to determine optimal A\text{adm} levels such as to ensure uniform statistical quality, as quantified by the acquired number of NECs within a given scan time, for a range of simulated cylindrical phantoms. Thus, they did not focus on maximization of the NEC rate and instead investigated the effect on NECs of subject-related parameters using geometrical approximations of the human torso.

Validated Monte Carlo (MC) simulations, on the other hand, are capable of (i) building accurate models of commercial PET scanners, when combined with highly detailed (voxelized) anthropomorphic phantoms, and (ii) providing a controllable environment to systematically evaluate NECR(A\text{adm}) performance under realistic conditions for a large set of possible scanner- and patient-related properties commonly found in PET clinic scans. Previously, numerous NEMA-based performance evaluation studies have been conducted using well-validated MC simulations for various human PET scanners [38-40].

In the current study we utilize a subset of previously validated MC models of commercial PET/CT human scanners to build generalized MC-based counting rate response models capable of accounting for a wide range of possible parameters, such as the patient size, the bed FOV, the energy and coincidence time window, the dead time and the type of detectors. Our MC models have been previously validated against experimental data for a set of performance evaluation metrics, including NECR [38, 40], according to the standards described in NEMA NU 2-2001 guidelines (NEMA 2001) [41]. The construction of the models was made possible thanks to the unique ability of MC simulations to systematically and conveniently reproduce realistic NECR(A\text{adm}) functions for a wide range of possible clinical PET imaging conditions. As we have already demonstrated in preliminary studies [8, 9, 42], the produced MC-based NECR response models can help determine not just the NECR(s) where is the patient-independent yet scanner-specific singles rate, but also the direct relation of NECR with A\text{adm} for an extensive set of important scanner- and patient-specific acquisition parameters, a powerful feature for NECR-driven optimization of acquisition protocols.

Thus, the proposed method has the capability to (i) complement or even potentially replace the phantom-derived NECR(s) responses, as utilized by previous studies [6, 12], with more generalized and complete...
MC-based NECR(s) models applicable to a wide set of possible scanner configurations, but also (ii) to directly model individualized NECR(Aadm) curves, effectively removing the need for conducting experimental phantom studies and for modeling NECR(s) responses. Therefore, MC-based generalized NECR response models may potentially facilitate individualized and prospective prediction of optimal administered dose or acquisition time in the future.

2. Counting Rate Response Model

2.1 Noise Equivalent Count Rate (NECR)

The Noise Equivalent Counts (NECs) concept was first introduced by Strother et al. [43] to describe the equivalent number of counts needed by an ideal imaging counting system to produce the same Poisson noise levels in the measurements as does an actual system that is susceptible to contaminations in the counts. The NEC performance evaluation index is commonly employed in PET imaging to produce the number of counts in the projection data recorded by an ideal PET system, i.e. a hypothetical scanner that records only true coincidences (trues), to produce equivalent Poisson noise levels as produced by the actual PET scanner whose measurements are contaminated with scatter and random coincidences. The NECR is the rate, at which NECs are recorded, mathematically defined by the following equation [32]:

\[
\text{NECR} = \frac{T^2}{T + S + (k+1)R}
\]  

(1)

where T, S and R are the average rates of true, scattered and random coincidence events respectively. The value of parameter k is determined by the random coincidences (randoms) estimation method and is assigned the value of 0 for noiseless randoms estimation (via the singles rate) and 1 for randoms estimation (via unsmoothed or non-interpolated delayed sinogram data). In the current study, we consider k to be equal to zero as the randoms rate is directly estimated from the singles rate (randoms) estimation method and is assigned the value of parameter k is determined by the random coin-

cidences (randoms) estimation method and is assigned the value of 0 for noiseless randoms estimation (via the singles rate) and 1 for randoms estimation (via unsmoothed or non-interpolated delayed sinogram data). In the current study, we consider k to be equal to zero as the randoms rate is directly estimated from the singles rate in Monte Carlo simulations. Thus, equation 1 can be streamlined as follows:

\[
\text{NECR} = \frac{T^2}{T + S + R}
\]  

(2)

The NEC can be considered as directly proportional to the square of the signal-to-noise ratio (SNR) of the projection data assuming the measured quantities follow the Poisson distribution, as shown by Watson et al. [44]:

\[
\text{SNR}_{\text{projData}}^2 = \left( \frac{T}{\sigma_T} \right)^2
\]

\[
\frac{T^2}{T + S + (k+1)R} \Delta t = \frac{T^2}{T + S + R} \Delta t = \text{NECR} \cdot \Delta t = \text{NEC}
\]

(3)

where \(\sigma_T\) is the standard deviation of the trues rate \(T\), and \(\Delta t\) is the acquisition time of the current PET frame. The scattered coincidences (scatters) rate is estimated directly from MC simulations in this study. For systems equipped with LSO detectors, there is a small contribution to the trues, scatters and randoms rates arising from the intrinsic radioactivity of \(^{176}\)Lu, a main component of LSO crystals, which is considered negligible for the activity levels utilized in this study [45].

2.2 The Direct Relationship Between NECR and Administered Tracer Activity

The intensity of the activity distribution at a given bed FOV and a given time frame is determined from the initial level of administered activity, the tracer kinetics of the blood plasma and the tissues included in the bed FOV as well as the decay factor of the radiotracer. Thus, the NECR at a bed position is a function of (i) the administered amount of activity, (ii) the tracer kinetics for the type of organs/tissues included at the bed FOV and (iii) the time relative to injection at which the bed frame is scanned. The decay effect can be easily modeled by applying an appropriate tracer decay factor to all counts of each bed frame and is not further discussed in this study. Moreover, the tracer kinetics can be described by kinetic compartmental models specific for the particular tracer and organ/tissue examined. In the current study we present an example of typical organ-specific tracer kinetics causing non-uniform uptakes between organs of adjacent beds to demonstrate the significance of the resulting kinetic-induced differences in the NECR responses across different beds.

However, our main focus here lies in the effect of the administered activity on the NECR of each individual patient scan. Large amounts of administered activity are most likely to be associated with activity distributions of higher intensity causing higher singles rates, which can actually result in relatively lower NEC performance due to (i) system dead-time and pile-up effects and (ii) much higher randoms rates. On the other hand, moderate amounts of administered activity are usually associated with activity distributions of moderate intensity, resulting in significant reduction of both randoms rate fractions and dead-time effects, thus potentially enhanc-
ing true coincidences rate fractions and NECR performance. Finally, low amounts of administered activity will certainly induce low intensity activity distributions, and thus, low counting rates for singles and all types of coincidences events (trues, randoms and scattered), effectively reducing NECR. As a result, the NECR(A_{adm}) curve of a patient scan usually exhibits a peak at moderate levels of administered activity.

2.3 The Dose_{90} metric and The Range of Optimal Doses

As Watson et al. [6] have observed and our results later confirm, the NECR(A_{adm}) curves exhibit a relatively wide plateau at moderate dose levels. This property of NECR curves suggests that a considerably lower dose can be administered and still obtain an NECR value very close to the peak NECR. In the rest of the study we denote the minimum dose yielding 90% of the peak NECR as dose_{90} and employ it as a complementary metric of dose_{opt} when optimizing the administered dose.

Thus, instead of seeking a particular optimal dose level dose_{opt}, a somewhat more practical task would be to determine an optimal range of administered doses, denoted as doserange, and defined as the range of potential administered doses between dose_{90} and dose_{opt}, i.e. [dose_{90}, dose_{opt}]. The optimal dose doserange could be included in future clinical guidelines as a recommendation for a range of possible doses administered to patients of a certain body type to achieve optimal NECR. We should note here that the range [dose_{90}, dose_{opt}] excludes values corresponding to the declining section of the NECR(A_{adm}) curves, thus ensuring the resulting doses are always at the safe segment of the NECR curves.

3. Simulation Tools

3.1 Monte Carlo GATE Simulations

In the current study, Geant4 Application for Tomography Emission (GATE v6.2), a well validated Monte Carlo simulation package, was employed to model a series of simulated acquisitions of NCAT phantoms of various attenuation and activity distributions [46, 47].

![Figure 1](image)

**Figure 1.** GATE geometry hierarchical levels employed for the building of the GATE model of Siemens ECAT EXACT HR+ scanner. (a) First a single crystal detector and photomultiplier tube (PMT) is built, followed by (b) a repetition over a rectangular grid to form a module consisting of a detector block with four PMTs at the back. The sagittal view of the detector module is shown in (c). Then the module is repeated 4 times along the axial dimension (d) to form a detector head, which, in turn, is repeated in the radial dimension (e) to form the detector ring system.

GATE is based on the well-validated Geant4 simulation toolkit for the accurate modeling of the underlying physics processes taking place in a nuclear imaging study [48, 49]. The Geant4-based software core is expanded with highly customized tools for the detailed hierarchical description of nuclear detector imaging geometries, an example of which is presented for the GATE model of ECAT EXACT HR+ in Figure 1, as well as the control of time-dependent acquisitions and digitizing properties of state-of-the-art PET systems.
GATE platform provides realistic output data in multiple formats. In the current study the list-mode output data in ROOT format have been utilized for the extraction of simulated trues, scatters and randoms rate, from which the NECR can be calculated directly [50]. Moreover GATE offers the ability to control various digitizer, source, timing and geometry parameters of the simulation and determine their independent effect on the NECR of the simulated projection data.

3.2. Voxelized Anthropomorphic NCAT Phantoms

GATE Monte Carlo simulation platform supports both analytical and digital (voxelized) phantoms. In the current study, the NCAT phantom was selected because it supports a homogeneous scaling of the size of all major organs/tissues to reflect the differences in relative body size and geometry commonly observed between patients of different weight [51]. NCAT is characterized by a detailed representation of both the attenuating volume and the activity distribution of the human torso, allowing the accurate modeling of realistic source and material distributions. The phantom has been re-sliced according to the voxel size in all three spatial dimensions, the latter determined from the spatial resolution properties of the Biograph scanner. Subsequently, a set of 64 continuous slices were selected from the bladder to the upper thoracic region in order to cover at least two bed FOVs in the axial direction. Each slice was composed of 96 × 96 voxels each of. The activity map was generated by initially assigning a uniform background activity concentration over all the tissues of the original phantom followed by replacement of the activity in the regions of the heart, bladder, kidney and spleen with a 32 times higher concentration. As a result, no tracer kinetics has been simulated and the total activity within each bed FOV was determined by the volumes of the tissues included.

The brain was excluded because of its relatively low overall attenuation factor while the bottom part of the body was not modeled to reduce the number of voxels employed in an effort to speed-up the MC simulation. Therefore the activity distributions employed in this study were smaller in size compared to an actual whole-body scan. As a result, given a certain activity concentration for each voxel, the total amount of injected activity is smaller compared to the actual total activity that should have been administered in a patient to drive the same NECR response. Therefore, the total administered dose selected in the simulation was corrected later by a scale factor to reflect a whole-body clinical PET scan. Consequently all the estimated optimal activity ranges were mapped to higher values before being presented in this study.

4. Individualized NECR(A<sub>adm</sub>) Response

The NECR(A<sub>adm</sub>) response function of a clinical PET scan can be affected by various (a) scanner and (b) patient-related parameters. The objective in the current study is to systematically investigate, for the first time to our knowledge, the independent effects of such parameters directly on NECR(A<sub>adm</sub>) performance in the controlled environment of a realistic Monte Carlo simulation set-up. The scanner-related parameters investigated in this study are (a1) the dead-time response of the detector and electronic coincidences system, (a2) the energy window and (a3) the coincidences time window, while the patient-related parameters taken under consideration are (b1) the patient body torso size and (b2) the current bed FOV. The first and second class of examined parameters are summarized in the right and left columns of Table 1 respectively.

<table>
<thead>
<tr>
<th>Table 1. Examined Parameters Affecting Necr (A&lt;sub&gt;adm&lt;/sub&gt;) Response</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scanner-Related Parameters</strong></td>
</tr>
<tr>
<td>energy window</td>
</tr>
<tr>
<td>dead-time response + type of detectors coincidence time window</td>
</tr>
</tbody>
</table>

Each parameter combination essentially defines a potential patient scan. After modeling the NECR(A<sub>adm</sub>) curves for all possible parameter combinations, one can determine, for each combination, the range of A<sub>adm</sub> for which the maximum NECR is observed, potentially allowing for truly personalized optimization of administered dose in the routine clinical setting.

4.1. Scanner-Related Effects

In the current study two commercial clinical PET/CT systems of different generations (including different electronic acquisition systems and type of detectors) were considered: the Siemens ECAT EXACT HR+ and the Biograph 6 clinical PET/CT scanners. The respective GATE models of the systems were extensively validated against experimental data [38], as specified by NEMA NU 2-2001 performance evaluation standards [41].
The Biograph 6 scanner is equipped with fast LSO detectors and advanced pico-3D electronics allowing the system to operate with a relative short dead-time detector response. On the other hand, the HR+ scanner utilizes BGO detectors and previous generation electronics and, thus, is characterized by considerably slower dead-time response compared to the Biograph 6 [38]. In Figure 2, the geometric configuration of the two GATE models are presented together with the relative size and position of the voxelized human torso NCAT phantom, by utilizing the GATE visualization tool.

Since the PET acquisition system of the Biograph 6 is characterized by a relatively shorter dead time, it is capable of imaging activity distributions of relatively higher intensity in the 3D mode compared to HR+. Therefore, the NECR metric of HR+ was evaluated for a lower range of administered doses compared to the case of the Biograph, as later presented in the results section.

### 4.2. Patient-Related Effects

Three characteristic sizes of NCAT phantoms (large, medium and small) were built for the investigation of the body size effect on the NECR. The default lengths of the short and long rib axes of the NCAT original phantom can be modified to homogeneously alter the total size of the phantom. The relative difference between the respective rib axes of each size was set to 15%. Thus, the medium size phantom was generated by employing the default lengths of the NCAT application, while a 15% reduction and increase of the lengths led to the construction of the small and large sizes respectively. The activity and attenuation maps for the three sizes are presented in the left section of Figure 3. The two maps have been fused and presented in the right section of Figure 3 to demonstrate the correct map alignment for each phantom size.

The constructed phantoms resemble characteristic sizes of children (small) as well as slim (medium) and obese (large) adult patients, commonly observed in human population. A total of three sizes were considered adequate for the purposes of investigation of the effect of attenuating volume on the NECR($A_{\text{abs}}$) responses. However, the proposed methodology does not set a limit on the range of different body sizes that can be examined. For the task of constructing a more generalized NECR response model, a larger variety of body types may be investigated to more accurately project the modeled response to each individual patient scan. In addition, the end-diastole (ED) phase of the cardiac cycle and end-expiration phase of respiration cycle were selected as the single phases for the generation of the NCAT phantoms, as the impact of motion was out of the scope of the current study and was not simulated.
In addition, two bed acquisitions of the same duration (5 min) have been simulated for both systems. Position 1 denotes the bed FOV which includes the heart region at its center, while position 2 refers to the bed position centrally located around the bladder. As we have discussed earlier and also demonstrated by Watson et al. [6], the NECR(A\text{adm}) curve varies significantly across different bed positions of the same patient scan, due to the non-uniformity of the activity distribution across the beds, even if the bed frames are of equal time duration. As a result, the NECR of a whole body scan is also expected not to be uniform across beds. An investigation of the effect of bed position on the NECR could be important, as it can potentially assess the significance of the particular effect as well as the importance of this factor when estimating the total administered dose. Thus, in the case of single-bed scans, it may be important to take into account the size of the potential attenuating volume present within the particular bed FOV, for example through a preliminary CT scan prior to the PET scan. Furthermore, in the case of a multi-bed or whole-body PET protocol, a similar calculation may be conducted for each of the scanned bed positions to estimate the total optimal administered dose as the weighted average of the bed-specific optimal dose estimates. For the current study, we have only investigated the effect on bed-specific (not overall whole-body) doses and for two different and characteristic bed positions illustrated in Figure 4.

Certain PET acquisition protocols may require the adjustment of the lower energy threshold (LET) of an energy window to (i) either increase the sensitivity of the system by lowering LET and equivalently allowing a wider energy spectrum or (ii) reduce the scatter contamination induced by low-energy scattered gamma photons by increasing the LET and narrowing the window. Consequently the NECR of a system would be affected accordingly. In this work, three energy windows with a constant upper threshold of 650 keV and varying lower threshold (375, 425, 450 keV) were employed for the LSO scanner and for both bed positions. The LET

Figure 3. (left hand side) Transverse, coronal and sagittal views of small, medium, and large sizes of attenuation and activity distribution maps of the NCAT human torso phantom. (Right hand side): fused attenuation and activity distribution maps of the left hand side maps. Note on the fused images the correct alignment between the attenuation and activity maps for different sizes.
values were selected such as to reflect the most common energy window settings currently employed by various clinical protocols and scanner manufacturers in order to investigate the effect of energy window length and, in particular, of the LET, on NECR and indirectly to the optimal administered dose estimates. The inclusion of the LET factor contributes to the generality of our proposed MC-based NECR(A<sub>adm</sub>) model and may as well allow for prediction of optimal doses for a larger set of possible scanner settings.

5. Results

5.1. Effect of Body Size on NECR Versus Administered Dose Response

The body or attenuating volume size is the first parameter to be investigated regarding its effect on the NECR(A<sub>adm</sub>) response model. As the NECR(A<sub>adm</sub>) curves of Figure 5 illustrate, the counting rate performance of Biograph 6 is enhanced for smaller phantom body sizes for a wide range of administered doses (10-4000 MBq).

The results confirm the theoretically expected behavior of NECR for different sizes of attenuation volumes. Smaller phantom sizes are expected to be associated with higher NECR as they provide equivalently smaller attenuating volume sizes and, thus reduced probability of attenuation for each emitted gamma photon. As a

![Figure 4. Sagittal views of (a) bed position 1 and (b) bed position 2 representing the relative axial position of the NCAT phantom with respect to the scanner axial FOV. In both bed positions, the heart and the kidney are located at the center of the axial FOV of the Biograph 6 scanner, respectively.](image)

![Figure 5. Biograph NECR vs an extended range of administered dose levels to demonstrate overall effect of phantom body size on NECR response. Three different sizes (small, medium, large) of NCAT phantom sizes, a 425-650 keV energy window and bed position 1 are employed.](image)
result, smaller subjects result in higher trues fraction, while the scatters and randoms fraction are reduced. On the contrary, larger subjects are expected to exhibit lower NECRs as they are associated with higher probability for attenuation, i.e. less trues and more scatter and random fractions.

In the following sections the administered activity level ranges are limited to 10-1200 MBq for the case of the HR+ and Biograph 6 to better illustrate the behavior of the counting rate response at dose ranges commonly administered into clinical patients. Figures 6 and 7 show the dependence of NECR($A_{adm}$) curve for HR+ and Biograph 6 respectively both in the 10-1200 MBq range.

![Figure 6](image1.png)

**Figure 6.** HR+ NECR vs. administered dose for three different sizes (small, medium, large) of NCAT phantom sizes, when a 425-650 keV energy window and bed position 1 is selected.

![Figure 7](image2.png)

**Figure 7.** Biograph NECR vs. administered dose when three different sizes (small, medium, large) of NCAT phantom sizes are employed.

The results indicate that the position of peak NECR with respect to the administered dose (x-axis) is somewhat affected by the phantom body size for the case of Biograph 6, with NECR peaking at smaller doses for larger patients. After plotting the optimal dose ($dose_{opt}$) of Biograph 6 versus the three phantom sizes, we observe in Figure 7 a negative linear correlation between them. By contrast, the peak NECR of HR+ is reached at approximately the same dose ranges for the three sizes.

As we have described in section 2.3 and our results demonstrate, the NECR($A_{adm}$) curves exhibit a relatively wide plateau at moderate dose levels in all body types and most particularly for larger patients. The wide pla-
teau is observed for both HR+ and Biograph scanners (Figure 5 and 6) if we focus on the range of moderate doses, which are usually employed in clinical protocols (Figure 7). This property of NECR curves suggests that a considerably lower dose can be administered and still obtain 90% of the peak NECR. This new dose level, denoted as dose\textsubscript{90} in section 2.3, also exhibits a negative correlation with the phantom size. However, as suggested from the results in Figures 6 and 7, the optimal dose range for each body size exhibit a high degree of overlap between the three sizes implying minimal dependence to phantom size.

By comparing Figures 6 and 7 we observe that, while in both systems the peak NECR value is strongly affected by the phantom size, the degree to which the optimal dose is affected may be varying, as pointed out in the previous paragraph. We believe the relatively higher counting rate responses, such as that of Biograph 6, are more sensitive to patient attenuating volume sizes and, thus the optimal dose may also exhibit higher degree of correlation in these cases. For HR+, on the contrary, the optimal dose does not appear to be correlated with phantom size.

5.2. Effect of Scanner Properties on NECR Versus Administered Dose Response

In Figure 9 the NECR curves of a large NCAT phantom for the case of the Biograph and HR+ systems are plotted together for comparative evaluation. The maximal NECR for the Biograph 6 scanner is approximately 8 times higher, while the respective optimal dose is 7 times higher. The use of advanced electronics with considerably faster dead-time response allows Biograph 6 to achieve higher NECR performance for the same amount of administered dose. Furthermore, the peak NECR is reached at a significantly higher dose level. The optimal administered dose for the HR+ system lies in the range of 55-65 MBq, while for Biograph the same range is 300-450 MBq.

Figure 9. Comparative diagram of the NECR curve vs. administered dose for two commercial PET systems: Biograph 6 (LSO) and HR+ (BGO) scanner. A large NCAT phantom size has been used with an energy window of 425-650 keV, bed position 1 is selected.
An energy window of 425-650 keV had been selected for all previous simulation series. In the following section, the low energy threshold (LET) of Biograph 6 window was modified and the respective effects are presented at Figure 10. When the LET is raised from 425 to 450 keV a slightly improved NECR value was measured over the entire range of dose levels. On the contrary, when the LET was dropped down to 375 keV, resulting in a wider energy window, a fall-off in the NECR performance was recorded, due to the higher fraction of scattered and random events compared to trues. On the other hand, the optimal dose range does not appear to be affected significantly by the energy window.

**Figure 10.** Biograph NECR vs. administered dose for various energy windows. A medium size NCAT and bed position 1 have been selected.

The coincidence time window (CTW) determines the maximum allowed time period within which two single events are considered as a single coincidence event by the coincidence sorter module of the PET acquisition system. Every commercial clinical PET scanner is usually characterized by a single CTW in the order of ns and is dependent on certain technical specifications such as the ring diameter, the dead-time and the response of the detectors. Biograph 6 has a CTW of 4.5 ns according to the manufacturer. In order to investigate the CTW effect on NECR, two additional CTW lengths were also simulated with the results shown in Figure 11. The results suggest that a larger CTW will induce a lower NECR response, due to the higher fraction of random coincidences allowed within a larger CTW. Moreover, larger CTW is also associated with smaller optimal doses.

**Figure 11.** Biograph NECR vs. administered dose for different hypothetical coincidence time windows. A medium size NCAT and bed position 1 is employed.
The axial bed position employed in all previous acquisitions corresponded to position 1, where the heart is positioned at the center of the axial FOV. When position 2 is selected, the high-activity region of the bladder is now at the center of the FOV resulting in an 8 times increase of the peak NECR, while the optimal dose rises to ~580 MBq (Figure 12). On the other hand, the HR+ NECR in position 2 becomes 3 times higher relative to position 1, while the optimal dose remains insensitive (Figure 13).

![Figure 12](image1)

**Figure 12.** Biograph NECR vs. administered dose when the heart (position 1) or the bladder (position 2) are located at the center of the FOV, the medium size NCAT and the energy window of 425-650 keV has been used.

![Figure 13](image2)

**Figure 13.** HR+ NECR vs. administered dose when the heart (position 1) or the bladder (position 2) are located at the center of the FOV, the medium size NCAT and the energy window of 425-650 keV has been used.

6. Discussion

6.1. NECR Dependence on Patient Size

For the range of patient sizes examined in this study, we observed a negative correlation between dose$_{opt}$ and patient body size for the Biograph 6 scanner, while almost no correlation was found for the HR+ scanner. However, we believe this does not exclude the possibility of deriving other types of correlations (e.g. positive) for other scanner or patient characteristics. In this point we would like to note that this study is aiming at the proposition of a method to build a generalized MC-based NECR response model that could allow for the prediction of personalized optimal dose amounts for each patient. However, we do not provide here specific dose recommendations as they vary, as our results suggest, for each patient scan. Nevertheless, for the case of Biograph 6 scanner, an indication of recommended dose$_{opt}$ for the three phantom sizes is shown in Figure 8. Also,
dose_{90} was consistently ~100 MBq lower than dose_{opt}. In addition, for the case of HR+ the respective dose_{opt} values were considerably lower, while a distance of ~25 MBq was observed between dose_{opt} and dose_{90}.

Regardless of whether a dose optimization strategy is applied or not, an efficient dose regimen should always aim at NECR responses belonging to the inclining section of NECR(A_{adm}) curve, ideally approaching peak NECR from the left. As our results suggest, for patient scans involving systems with faster electronics and detectors or slim adults or children, a standard administered dose is more likely to drive responses to the inclining section of NECR curve. By comparison, a standard dose is more likely to correspond to the declining section of the NECR(A_{adm}) curve when the associated PET systems are characterized by relatively slower electronics or detectors, and possibly when obese or larger size patients are scanned. A dose optimization strategy, as the one proposed in the present study, may help ensure that the standard dose is adjusted such as the driven NECR responses belong to the inclining section of the NECR(A_{adm}) curve in all cases, and with no more than 10% reduction of the peak NECR value (dose_{90}). As the image quality of the clinical images is determined, up to a certain degree, by the NECR of the acquired data and not the administered dose, the diagnostic and quantitative value of the images is only expected to exhibit a negligible, if any, degradation when injecting dose_{90} amount of tracer as opposed to a larger dose.

In certain extreme cases, the recommended optimal dose may violate other important requirements. For example, for the class of fast-responding scanner and pediatric patients, an NECR model, like the one proposed in the current study, can result in recommendation of high optimal doses, which, in turn, may enhance the administration of NECR(A_{adm}) curve when the associated PET systems are characterized by relatively slower electronics or detectors, and possibly when obese or larger size patients are scanned. A dose optimization strategy, as the one proposed in the present study, may help ensure that the standard dose is adjusted such as the driven NECR responses belong to the inclining section of the NECR(A_{adm}) curve in all cases, and with no more than 10% reduction of the peak NECR value (dose_{90}). As the image quality of the clinical images is determined, up to a certain degree, by the NECR of the acquired data and not the administered dose, the diagnostic and quantitative value of the images is only expected to exhibit a negligible, if any, degradation when injecting dose_{90} amount of tracer as opposed to a larger dose.

6.2. The Computational Challenge

Moreover, the main objective in the present study is to present a methodology to build MC-based NECR response models and also demonstrate its potentials and future prospects compared to existing methods in terms of NECR-based prospective optimization of administered dose in clinical PET scans assuming a standard acquisition time. However, the feasibility of the method relies on the completeness and generality of the MC-based model, which, in turn, depends on the number of dimensions and size of the parameter space investigated. Monte Carlo simulations especially when combined with voxelized finely detailed phantom geometries are overall computationally expensive and an efficient simulation design strategy is necessary to be able to systematically investigate the effect on NECR(A_{adm}) response of a range of parameters. In the current study, GATE simulations have been efficiently distributed, utilizing computing job schedulers, across a pool of 48 CPU cores in an effort to reduce the execution time. The counting rates have been estimated by acquiring data of 5sec acquisition times across a wide range of intensities of two bed NCAT activity distributions. The current method does not impose limitations on the size or sampling frequency of the parameter space examined and, thus, a higher degree of efficiency may potentially further enhance the accuracy of the model.

6.3. Characterization of Individual Patient Anatomies

The effect of patient size on NECR response has been demonstrated by simply varying the overall size of the NCAT human torso phantom. NCAT software supports a uniform and proportional change of volume size of each region to reflect the organ-specific differences between slim, medium and large patients. In reality, though, each patient's geometry is characterized by unique body structure and non-uniform organ volume distribution. As a result, our examined phantom sizes, though they are considered representative, may not accurately reflect the actual attenuating properties of each patient. However, our findings suggest that NECR is not very sensitive to different patient sizes and, thus, the examination of a small range of representative body types should be sufficient.

6.4. Projection-Space vs. Image-Space Noise Analysis

Although NECR is considered a reliable and popular metric of the statistical quality of PET projection data, it has certain limitations that should be acknowledged.
The projection data do not always follow Poisson distribution due to dead-time effects [53], rebinding or correction methods. Moreover, the NECR metric refers to the projection data and not the images necessarily. It does not account for the effects of normalization and attenuation correction, data reconstruction or spatial mispositioning due to detectors pile-up. Watson et al. [44] has shown that the NECR($A_{\text{adm}}$) response is correlated with the PET image SNR($A_{\text{adm}}$) response for filtered backprojection reconstruction of Poisson data. On the other hand, a similar correlation has not been confirmed for iterative ordered-subset expectation maximization (OSEM) reconstruction algorithms [54]. Subsequently, caution and further validation may need to be exercised in extending results from projection-space NECR analysis to reconstructed images.

7. Potentials and Future Prospects

7.1. Prospective Individualized Optimization of Administered Amount of Activity

The proposed framework allows for systematic inclusion of a wide range of scanner- and patient-related parameters into the NECR($A_{\text{adm}}$) response model without the need to conduct phantom or patient reference measurements. As a result, a potentially limitless number of realistic NECR effects for a wide variety of scanners and patient body types can be modeled within a controllable environment to acquire a large collection of simulated data to enhance the completeness and accuracy of the NECR($A_{\text{adm}}$) model.

Therefore, as a future prospect, a large collection of data can be generated for a wide variety of populations and acquisition parameters, and utilized in the proposed context, to (i) build population-based NECR($A_{\text{adm}}$) models for characteristic classes of scanners and groups of patient population, (ii) utilize these models for population-based prospective optimization of individualized $A_{\text{adm}}$ and (iii) alternatively optimize other important acquisition parameters such as scan time or energy window.

7.2 Efficient Utilization of Available Radiopharmaceutical Dose

The modeling of NECR($A_{\text{adm}}$) response and the associated prospective optimization of $A_{\text{adm}}$ on an individualized basis can be very important, as it will allow for more efficient utilization of the daily amount of radiotracer available for administration in PET clinics with high throughput of patients. PET clinical centers usually order a particular amount of various radiotracers on a routine basis, depending on each tracer half-life, to conduct a scheduled series of studies. In addition, many common PET tracers are characterized by relatively short half-lives or high production cost, properties which become even more significant if a cyclotron is not in proximity to the PET scanners. Therefore, the efficient management of the initially available amount of tracers is vital for the cost-efficient operation of a PET center.

A potential solution to the challenge described above could be the NECR-based optimization of the administered amount of activity to ensure for a particular tracer and a given scan period an adequate level of statistical quality with the lowest possible amount of administered activity. However, as we have discussed above, each patient scan is associated with different scanner- and patient-related parameters which, in turn, can drastically affect the NECR, i.e. the statistical quality of the acquired PET data. Therefore, to efficiently manage the available daily amount of tracer in a PET center it is important to conduct an individualized regulation of the administered tracer amount.

An alternative strategy to efficiently utilize the available initial tracer amount would suggest the optimization of the total scan time of each patient for a standard administered activity to each patient. Nagaki et al. [55] have conducted a retrospective analysis of 76 patients to optimize the acquisition time for a range of weights based on NECR and coefficient of variance (COV) in liver image regions. Preliminary results from an extension of the current work focusing on scan time optimization have been presented in the past [10]. In this case, MC simulations can provide a suitable and convenient framework to examine a range of different acquisition times that would not have been clinically feasible as it would have required multiple scans for same patients. However, as we have previously explained, in this study we focus on the optimization of the administered tracer amount assuming a standard scan time, as determined by the standard clinical acquisition protocols.

7.3 Minimization of Ionizing PET Radiation Exposure for Pediatric Patients

Recently published PET/CT procedure guidelines from the Society of Nuclear Medicine and Molecular Imaging (SNMMI) and the European Association of Nuclear Medicine (EANM) have demonstrated the importance in patient scan-specific amounts of adminis-
tered activity. Based on extended clinical studies they have standardized simplified mathematical dosage formulas to determine in a routine clinical setting the minimum amount of activity that should be administered to patients based on their weight, the acquisition mode (2D or 3D), the scan time per bed position and in some cases the percentage of bed overlapping. However, the recent technological advances in PET/CT scanners have resulted in higher sensitivity and NECR performances allowing for large safety margins in optimizing administered doses for adult patients and, thus, simple linear models may be adequate for predicting safe doses.

On the other hand, the same technological trend, has encouraged the application of PET and other nuclear medical imaging techniques to pediatric patients even of small age. The effect of the radiation exposure risk for this class of patients may be more drastic and more sensitive and accurate models should be employed to recommend minimum possible amounts of administered PET tracers as a function of the weight and other scan parameters [22, 23, 25-27, 56]. For this reason, PET/CT radiation exposure risk to children has gained considerable interest recently, as suggested by the increasingly larger number of published PET acquisition guideline studies especially for pediatric PET/CT scans [18-21, 24, 57]. Although the main contribution to exposure risks originates from CT radiation, PET emitting radiation is also significant and the principles of As Low As Reasonably Achievable (ALARA) concept should be taken into serious consideration when designing pediatric acquisition protocols [52, 58].

As the results of the current study have demonstrated, patients of small body size, usually representing children, are associated with higher optimal administered doses relative to larger patients, such as obese children or adults. In addition, the scans of the former class of patients are characterized by much higher NECR values, due to smaller degree of radiation attenuation effects. Thus, in those patients a protocol can very effectively afford considerably smaller doses without compromising NECR and statistical quality relative to larger patients. In addition, similarly to obese adult patients, obese children administered with high doses are not necessarily associated with higher NECR than the rest of the children patients, suggesting lower doses and larger scan times, if possible, to ensure high statistical quality.

7.4. Dose Optimization for PET/CT and PET/MR Acquisitions

In the present study we focus on the management of the administered radiopharmaceutical dose in PET clinical studies. However, modern clinical PET imaging systems are also equipped with CT or MRI components for the anatomical characterization of the subject to improve attenuation correction and image quantification. In PET/CT imaging, the CT-related dose effect remains higher than the respective PET-related effect [59], even though low-dose CT features have been standardized in modern PET/CT protocols [60]. Therefore, the optimization process for minimum possible PET dose, though not as significant as for CT dose, would contribute to a certain reasonable extent to the overall reduction of the biologically effective dose for each patient. On the other hand, in PET/MR imaging protocols the ionizing radiation exposure risk is mainly related to PET administered dose only, thus allowing for larger safety margins in dose administration before posing any exposure risks [61-63]. Therefore, in future we propose also accounting for the dose of CT-related ionizing radiation, when designing optimal PET/CT acquisition protocols. Moreover, in both PET/CT or PET/MR protocol optimization, cumulative radiation exposure must always be taken under serious consideration, especially for pediatric patients or patients undergoing multiple PET scans, for e.g. in the case of treatment response monitoring.

8. Summary and Conclusions

In the current study a methodology has been proposed for the construction of an individualized NECR response of clinical PET systems as a function of the administered activity or dose $A_{\text{admin}}$. A systematic investigation of the effect on NECR($A_{\text{admin}}$) was performed based on parameters of (i) body size, (ii) bed position, (iii) energy window, (iv) coincidences time window, and (v) scanner dead-time response and detectors, for a wide range of possible values.

The combined utilization of accurate Monte Carlo GATE simulations and highly-detailed voxelized NCAT anthropomorphic phantoms enable systematic investigation of the NECR effect due to each of the abovementioned parameters in a controlled environment and for multiple noise realizations. However Monte Carlo simulations tend to be computationally expensive and the feasibility of the presented method relies on efficient simulation configurations that will ensure reasonable execution times for the acquisition
of all necessary simulated data to build an accurate and generalized NECR response model.

The counting-rate response model can prospectively predict the direct \(\text{NECR}(A_{\text{adm}})\) response of individual patient scans, as it accounts for a wide set of important scanner- and patient-related parameters affecting the statistical quality of acquired PET projection data. In addition, the ability to directly estimate the relationship between NECR and \(A_{\text{adm}}\) quantities effectively removes the need for conducting additional measurements to project the model-estimated response to individual patient scans. Thus our proposed methodology provides an efficient and clinically feasible solution to the problem of prospective optimization of administered dose.

In particular, we have concluded that the NECR is strongly dependent on the size of the patient, the scanner dead-time, CTW and detectors response as well as the bed position and less affected by the energy window length. We have confirmed the theoretic expectation that larger patients would be associated with higher probabilities of attenuation and, therefore higher scatter and random fractions, thus lower NECR performances. Moreover, state-of-the-art PET systems with shorter dead-times and faster detectors or shorter CTWs may achieve considerably higher NECRs for the same dose levels and overall higher peak NECRs. Equivalently, these system may reach the same NECR levels at significantly lower doses. In addition, the bed position affects the NECR and should be considered when a study focuses on a particular (single) bed or when the overall whole-body NECR needs to be calculated from highly variant bed FOVs. Finally, the energy windows commonly employed in the clinic have some impact on NECR with 450-650 keV providing the best performance.

From the three definitions for NECR-based optimal administered dose (\(dose_{\text{opt}}\), \(dose_{\text{range}}\) and \(dose_{\text{range}}\)) provided in the current study, \(dose_{\text{range}}\) is perhaps the most clinically relevant and feasible as it recommends not a specific value but a range of values defined as \([dose_{\text{opt}},\ dose_{\text{range}}]\). Within that range of recommended doses, a selection closer to the lower end (\(dose_{\text{opt}}\)) of the range should be preferred as it is associated, by definition, with lower amount of doses while not affecting the NECR significantly.

The parameters with the highest impact on all above definitions of optimal doses were the dead-time, the CTW and the detector response followed by the bed position and the body size, while the energy window did not appear to have as significant an impact. Overall, the Biograph 6 scanner, equipped with faster detectors and electronics and, therefore, shorter CTW than HR+ was associated with wider plateau regions and therefore the \(dose_{\text{opt}}\) criterion for optimization becomes more important as the dead-times and coincidence time windows becomes shorter with the advance of technology. In addition, a relatively weak and negative linear correlation was observed between the phantom size and the optimal dose definitions of \(dose_{\text{opt}}\) and \(dose_{\text{range}}\), while \(dose_{\text{range}}\) was not affected considerably. These correlations were more evident for systems of higher NECR, such as the Biograph. Furthermore, the degree of attenuation taking place in different bed FOVs can affect the NECR at each bed significantly and therefore a bed-specific dose optimization strategy is highly recommended. Moreover the activity uptake at each bed FOV may be different depending on the tracer kinetics of the respective organs located at each bed FOV.

As we have discussed in the previous section, a desirable and efficient clinical dose regimen should always drive individualized \(\text{NECR}(A_{\text{adm}})\) responses within the inclining section of the \(\text{NECR}(A_{\text{adm}})\) curve approaching the peak NECR value from the left. The proposed method optimizes administered dose based on this objective exactly. Especially for the parameter of patient size and based on our results it is recommended to administer a limited or reduced dose to very obese patients and scan them longer to acquire a sufficient number of NECs per bed. On the other hand, small children may be administered doses according to the optimized dose regimen of \(dose_{\text{opt}}\) proposed here, providing that the associated radiation exposure risk remains within acceptable limits. Besides, our results indicate that further decrease of the administered dose can be afforded as the attenuation from small body sizes is minimal.
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