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Abstract 

Large Language Models (LLMs) have the potential to revolutionize medical imaging by improving diagnostic 

accuracy, enhancing workflow efficiency, and advancing personalized medicine. However, addressing the 

challenges related to data privacy, hallucinations, interpretability, bias, and regulatory issues is crucial for the 

successful and ethical integration of LLMs into clinical practice. Collaboration between radiologists, AI 

developers, and other stakeholders is essential to ensure this technology benefits patients and healthcare providers.  
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1. Introduction  

Imaging modalities are technology-driven medical 

specialties that have always been intertwined with 

computer science, continuously utilizing new 

technologies to enhance diagnostic accuracy and 

patient care [1]. Recent advances in Artificial 

Intelligence (AI), especially deep learning algorithms, 

are transforming medical imaging modalities [2]. AI 

has various applications in automating and optimizing 

radiological workflows, including image processing, 

image annotation, image segmentation, object 

detection, and image interpretation [3, 4]. The 

integration of AI into radiology practices. It 

transforms medical imaging and improves patient 

outcomes by optimizing healthcare resource 

utilization [5]. 

AI encompasses various branches that emulate 

human intelligence using computational systems, 

including machine learning, Natural Language 

Processing (NLP), computer vision, robotics, and 

expert systems. These technologies tackle complex 

challenges in multiple fields, particularly in 

healthcare, where AI enhances diagnostics, 

personalizes treatment plans, and streamlines 

administrative processes [6]. One of the 

transformative developments in AI is Large Language 

Models (LLMs), such as OpenAI's ChatGPT-4 and 

Google's Gemini, which perform exceptionally well in 

NLP. These models have enabled human-like text 

comprehension, interpretation, and generation in 

various fields, including healthcare. Large language 

models in medical imaging could help tackle major 

challenges, including the rising workload of 

radiologists, inconsistencies in diagnostic reports, and 

the integration of extensive clinical data. The 

capabilities of these models extend from producing 

accurate radiology reports to assisting in differential 

diagnosis and combining clinical histories. In 

addition, their ability to analyze and summarize 

scientific articles can help radiologists stay up-to-date 

with new developments. Although LLMs provide 

significant advantages in medical imaging, they pose 

challenges that must be addressed to maximize their 

potential in radiology. This paper examines the current 

benefits and challenges of LLMs in this field and 

future trends. While prior research has explored the 

broad applications of LLMs in medical science [7], 

our study specifically focuses on their impact on 

medical imaging workflows and the challenges of 

clinical implementation. 

2. Applications of LLMs in Medical 

imaging 

Large language models have demonstrated 

exceptional capabilities in NLP and data analysis, 

establishing their value in medical imaging. This 

section explores their primary applications within this 

domain. 

2.1. Report Generation 

One of the prominent applications of LLM in 

medical imaging is the automated generation of 

diagnostic reports. These models can analyze imaging 

findings and present them as coherent, detailed, and 

accurate reports [8]. This feature can reduce the time 

needed to write reports and prevent human errors. 

Studies have shown that LLMs can produce reports of 

similar or even better quality than experienced 

radiologists [9]. Additionally, the LLMs can suggest 

structured report templates and transform free-text 

reports into valid structured reporting. This feature 

ensures that the report includes all the necessary 

information [10, 11]. 

2.2. Clinical Decision Support 

Another possible application of LLMs in radiology 

is their use in clinical decision-making. LLMs can 

analyze the patient’s data, such as imaging data and 

medical history, and suggest initial diagnoses, 

differential diagnoses, and treatment plans. They can 

also be used as decision-support systems for 

radiologists, helping them interpret medical images 

and provide initial assessments [12].  

2.3. Integration with Information Systems 

and Image Analysis Tools 

LLMs can be integrated with existing information 

systems, such as Radiology Information Systems 

(RIS), helping radiologists retrieve patient data and 

report more easily and quickly. For instance, they can 

be connected to Electronic Health Records (EHRs) to 

extract essential information and integrate it with 

PROOF



 A. Tarighatnia, et al.  

FBT, Vol. 12, No. 2 (Spring 2025) XX-XX XX 

imaging findings. This integration enables radiologists 

to comprehensively understand the patient's condition, 

leading to more accurate diagnosis. In addition, LLMs 

can be integrated with image analysis tools to assist 

radiologists in image extraction and interpretation 

[13]. 

2.4. Education and Training in Medical 

Imaging 

Large learning models are powerful educational 

tools for training radiologists, medical students, and 

patients [14]. They could interact with these models to 

obtain answers to radiology-related questions. These 

models can also explain imaging findings, explore 

differential diagnoses, provide context-specific 

information for various clinical scenarios, and offer 

learning resources [15]. In addition, LLMs can 

simulate real-world cases, offering an interactive and 

dynamic learning environment that enhances medical 

education. The results of the studies have shown that 

LLMs like ChatGPT and Gemini can successfully pass 

a radiology board-style examination [16, 17].  

2.5. Support for Medical Imaging Research 

In medical imaging research, LLMs can analyze 

data and scientific articles to identify new research 

trends and provide valuable suggestions for future 

studies. This can help accelerate knowledge 

generation and improve diagnostic and therapeutic 

methods. LLMs can assist in retrieving, translating, 

and summarizing scientific literature on various 

medical imaging topics [18, 19]. 

3. Challenges and Ethical Considerations 

of LLMs in Medical Imaging 

Despite LLMs' transformative potential in medical 

imaging, their adoption and use are accompanied by 

significant ethical concerns. Addressing these 

challenges is essential to ensure these models' 

effective and ethical integration into clinical practice. 

The following explores the most important challenges 

of LLM in medical imaging. 

3.1. Data Privacy and Security Issues 

Large learning models for training require large 

datasets that include sensitive patient information. 

Uploading sensitive patient information to LLMs can 

compromise data privacy and security. Improper 

management of patient data can lead to confidentiality 

issues, legal issues, and reduced access [1]. To ensure 

the secure use of patient data in the LLM, robust data 

encryption processes and secure storage solutions 

must be developed. 

3.2. Hallucinations 

Hallucinations in LLMs occur when they generate 

fake or artificial information that appears valid. In 

medical imaging, this problem can be 

misinterpretations of images, incorrect diagnoses, or 

fake references, leading to incorrect clinical decisions. 

Such errors pose serious risks to patient safety, reduce 

trust in AI systems, and raise ethical and legal 

concerns. Therefore, addressing hallucinations is 

critical for the safe and secure use of LLMs in medical 

imaging. In addition, validation of LLM outputs, 

primarily when used in patient care, is essential 

against clinical guidelines and expert opinions [20]. 

3.3. Lack of Interpretability  

Large language models often act as "black boxes," 

meaning their decision-making process is not easily 

explained. This lack of transparency becomes 

problematic in medical settings, where understanding 

the rationale behind a recommendation or outcome is 

critical. Radiologists may hesitate to trust these 

models if they cannot provide clear and 

understandable reasons for their conclusions. 

Increasing the explainability of these models is 

essential to gain trust and widespread acceptance [21]. 

3.4. Risk of Overconfidence 

Overconfidence in LLMs occurs when these models 

provide incorrect answers with high confidence, 

which is dangerous in sensitive areas such as 

radiology.  Patients can use LLMs to interpret or 

understand radiological reports. Although LLMs can 

make these reports more straightforward and more 

understandable, there is a risk of overconfidence, as 
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patients are unaware of the output errors and assume 

that the answers provided are always correct [22]. 

3.5. Risk of Bias 

Like other deep learning models, LLMs are 

vulnerable to producing incorrect or biased outputs. 

Errors can occur due to insufficient or unbalanced 

training data, leading to incomplete analyses or 

recommendations. Biases in the data can exacerbate 

disparities, such as underrepresenting specific 

demographic groups in diagnostic predictions. Even 

minor errors can have serious consequences in the 

healthcare domain, so careful validation and 

monitoring of these models’ performance are essential 

for accuracy and fairness [23]. 

3.6. Regulatory and Legal Issues 

The legal landscape for AI in healthcare is still 

developing. Due to their novelty and complexity, 

LLMs often do not fit into existing legal frameworks. 

Questions about liability in the event of diagnostic 

errors, clinical use approval processes, and 

compliance with medical device regulations remain 

unanswered. Clear legal guidance is needed to ensure 

these models' safe and effective use in radiology. 

3.7. Resistance to Adoption 

Healthcare professionals who are unfamiliar with or 

distrustful of AI technologies may resist the 

introduction of LLMs into radiology. Problems such 

as job replacement, loss of autonomy, and 

overreliance on AI can make it challenging to adopt 

this technology. Appropriate training emphasizing the 

complementary role of these models rather than their 

replacement is necessary to overcome this challenge. 

The LLM in medical imaging is promising and 

exciting. This technology can potentially 

revolutionize medical imaging by increasing 

diagnostic accuracy, improving workflow efficiency, 

and advancing personalized medicine. However, 

achieving this potential requires addressing technical, 

ethical, and legal issues. Overcoming these barriers 

requires collaboration between radiologists, AI 

developers, policymakers, and other stakeholders to 

ensure that this technology improves radiology 

practice and patient care. 
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