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Abstract 

Purpose: Recruiting the Pharmacokinetic (PK) parameters estimated from non-invasive methods such as 

Dynamic Contrast Enhanced MRI (DCE-MRI) to evaluate or plan treatment procedure is widely investigated in 

clinical practices. Interpretation of the DCE-MRI data is highly dependent to precision and accuracy of the 

estimated parameters. One of the most effective factors on the DCE-MR images and on the contrast 

concentration profile is the Signal to Noise Ratio (SNR). This work focuses on the analytical evaluation of the 

noise effect on accuracy of the estimated PK parameters in DCE-MRI studies. 

Materials and Methods: Tofts model as a popular pharmacokinetic model and model selection technique was 

used to simulate 3470 time curves of contrast concentration. Maximum likelihood estimator as a minimum 

variance unbiased estimator was recruited to estimate the PK parameters. Eleven levels of signal to noise ratios 

(SNR= 5, 8, 10, 13, 15, 20, 25, 30, 35, 50, Noiseless) were added to the simulated CA concentration profiles. 

The PK parameters were estimated for 11 series data and then Mean Percentage Error (MPE) was calculated for 

estimated parameters.  

Results: The results indicate that the most sensitive parameter to the SNR of the DCE-MR images is inverse 

transfer constant. A SNR greater than 25 was found to ensure a reasonable error (MPE <5%) in all models 

parameters. 

Conclusion: Clinical decision based on the DCE-MRI data analysis and estimated PK parameters needs a good 

image quality (SNR>25), an accurate and robust estimator and correct pharmacokinetic model selection.

1. Introduction  

Pharmacokinetic analysis of Dynamic Contrast 

Enhanced Magnetic Resonance Imaging (DCE-MRI) has 

a wide application in clinical practices [1-5]. Good 

accuracy and reproducibility of these parameters is 

essential when they are used as a marker for treatment 

evaluation or treatment planning. Accuracy and precision 

of the Pharmacokinetic (PK) parameters in DCE-MRI 

studies is challenged by different sources of error such as 

error in quantification of Arterial Input Function (AIF) 

[6-10], low signal to noise ratio of images [9, 11], mis-

specification in pulse sequence parameters [11, 12], 

tissue intrinsic properties [5, 13], pharmacokinetic model 

selection [14], scan time duration [6], temporal resolution 

[9, 12] and contrast agent rate [6, 7]. Since the PK 

parameters estimation in DCE-MRI is totally signal-

starved, thus noise can change the value of the estimated 

PK parameters by influencing on the DCE-MRI signals. 

Signal to Noise Ratio (SNR) that measured as averaged 

signal intensity to standard deviation [15] by affecting on 

the time Contrast Agent (CA) concentration profile can 

be one important factor in bias of estimated PK 

parameters [13, 16, 17]. Noise can affect time-CA 

concentration profiles and consequently affect the 

pharmacokinetic model fitting and thereby causes error 
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in PK parameters. Thus, effects of SNR on the accuracy 

and precision of the PK parameters is an important issue 

that a few recent literature investigated it [9, 11, 13, 16]. 

The magnetic field strength, slice thickness, filed of view 

and pulse sequence parameters can affect the signal to 

noise ratio. In the literature, optimizing the scan 

parameters and scan time has been considered to improve 

the signal to noise ratio and reduce the kinetic parameters 

error [9]. A few researchers also studied the optimum 

SNR to have the best accuracy for the estimated PK 

parameters [9, 11, 16, 18]. For example, Kershaw et al. 

[9] studied the optimum SNR and time resolution to have 

the bias less than 5% in parameters of the AAHT Model. 

Naeyer et al. [11] investigated the propagation of the 

noise from time-MR signal onto processing steps via 

extended Tofts model and consequently to PK 

parameters uncertainty. Schabel and Parker et al. [13] 

formulated the effect of the noise on the measured 

concentration values. As far as we know, there is no 

research that has analytically investigated the trend of the 

noise effect on the estimated PK parameters and has 

quantified the influence of the different SNRs on the 

error value and error rate of the estimated PK parameters 

in DCE-MRI studies. In this work, using the extended 

Toft’s model as one of the common and popular 

pharmacokinetic model and recruiting a recently 

developed MLE algorithm [1, 4, 19, 20], the error of the 

estimated PK parameters affected by different SNRs in 

DCE-MR images was analytically evaluated and 

quantified  

2. Materials and Methods  

2.1. The Noise Effect on the Contrast 

Concentration Measurement 

In DCE-MRI technique, the time changes of the CA 

concentration are measured and tissue physiological 

properties such as blood plasma volume (vp), transfer rate 

between vasculature and interstitial space (Ktrans and kep) 

and extravascular extracellular space (ve) are estimated 

according to the measured time varying signal. These 

pharmacokinetic parameters can be useful in diagnostic 

and evaluating tumors situations, stroke tissue etc. [2-4]. 

In DCE-MRI and Spoiled Gradient Echo pulse (SPGRE) 

sequence, the MR signal intensity according to the scan 

parameters can be formulated as following [13]: 

𝑆(𝑇1, 𝑇2
∗) = 𝑀0

sin𝛼(1 − 𝑒
−
𝑇𝑅

𝑇1
⁄
)𝑒

−
𝑇𝐸

𝑇2
∗⁄

1 − 𝑒
−
𝑇𝑅

𝑇1
⁄
cos(𝛼)

(1) 

In this Equation, α is flip angle, TR is repetition time, 

TE is echo time and M0 is equilibrium magnetism, T1 is 

longitudinal relaxation time and T2
* is transverse 

relaxation time. Injection of the contrast agent enhances 

the MR signal intensity. Subtraction of the signal 

intensity after contrast injection (S=S(T1,T2
*)) from 

signal intensity before injection of the CA (base signal) 

(S(T1,0,T*
2,0)) relate to the base signal results the relative 

enhancement of the MR signals [11, 13]: 

𝜇 =
𝑆(𝑇1, 𝑇2

∗) − 𝑆(𝑇1,0, 𝑇2,0
∗ )

𝑆(𝑇1,0, 𝑇2,0
∗ )

(2) 

T1,0 and T*
2,0 are native longitudinal and transverse 

relaxation times (before injection), respectively. Schabel 

and Parker [13] showed that the variance of μ can be 

calculated according to the variance of S and S0: 

𝑣𝑎𝑟(𝜇) = 𝑣𝑎𝑟(𝑆) (
𝜕𝜇

𝜕𝑆
)
2

+ 𝑣𝑎𝑟(𝑆0) (
𝜕𝜇

𝜕𝑆0
)
2

=
𝑆0

2𝑣𝑎𝑟(𝑆) + 𝑆2𝑣𝑎𝑟(𝑆0)

𝑆0
2 (3) 

Since var(S) is variance of the signal S, which defines 

as (S0/SNR) 2 and var(S0) is variance of the base signal, 

which defines as S0/NB, thus above equation can be 

rewritten as following form [13]: 

𝑣𝑎𝑟(𝜇) = 𝑣𝑎𝑟(𝑆)
(𝑆2 +𝑁𝐵𝑆0

2)

𝑁𝐵𝑆0
4 (4) 

NB is imaging repetition number before contrast agent 

injection. By fusion of the above Equations a complete 

formula can be achieved for variance of measured 

contrast concentration based on the variance of the signal 

enhancement [13]: 

𝑣𝑎𝑟(𝐶. 𝜇) =
1

𝑆𝑁𝑅2
(
1

𝛽
)
2

(𝐸1𝑐𝑜𝑠𝛼

− 1)4 (
1

𝑁𝐵
(

𝐸1 − 1

𝐸1𝑐𝑜𝑠𝛼 − 1
)2

+ (
𝐸1,0 − 1

𝐸1,0𝑐𝑜𝑠𝛼 − 1
∙
𝐸2,0
𝐸2

)2)(5) 
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In Equation 5, β, E1 and E2 describes as following: 

𝛽 = 𝑟1𝑇𝑅𝐸1(𝑐𝑜𝑠𝛼 − 1) + 𝑟2𝑇𝐸(𝐸1 − 1)(𝐸1𝑐𝑜𝑠𝛼 − 1)(6) 

𝐸1.0 = exp (−
𝑇𝑅
𝑇1.0

).𝐸1 = exp(−𝑇𝑅𝑅1)(7) 

𝑅1 = 𝑅1,0 + 𝑟1𝐶.𝑅1,0 =
1

𝑇1,0
 

𝐸2,0 = exp(−
𝑇𝑅
𝑇2,0

).𝐸2 = exp(−𝑇𝑅𝑅2)(8) 

𝑅2 = 𝑅2,0 + 𝑟2𝐶.𝑅2,0 =
1

𝑇2,0
∗ 

In Equations 7 and 8, R1=1/T1 and R2=1/T2 are 

longitudinal and transverse relaxation rate and r1 and r2 

are longitudinal and transverse contrast relaxivities. As 

shown in the above Equations, the variance of the 

measured CA concentration in SPGRE imaging protocol 

is inversely related to squared SNR. Since, the standard 

deviation can be calculated from square root of the 

variance, then increment of the SNR decreases contrast 

concentration uncertainty. Therefore, for decreasing the 

uncertainty of the concentration measurement, the SNR 

should be improved with optimizing the imaging 

parameters.  

In order to investigate the dependency of the measured 

concentration uncertainty to noise of the DCE-MR 

images, a wide range of signal to noise ratio was selected 

(SNRs: 5, 8, 10, 13, 15, 20, 25, 30, 35, 50). The SNR in 

various imaging centers is different, so the studied SNR 

range was chosen to cover almost all the common SNRs 

in clinical brain DCE-MR imaging centers. Several 

imaging parameters such as field strength, TE and TR 

values are also needed and assumed as following: field 

strength=3 T and TE/TR = 0.84/5.8 ms. The intrinsic 

tissue properties (such as T1, T2, T1,0, T2,0, r1 and r2) were 

considered for three different brain tissues (Blood, Water 

and Plasma) (Table.1). 

 

 

 

Then, using the explained above Equations (Equation 

1-8), variance and uncertainty of CA concentration 

signals was calculated for each signal to noise ratio and 

three different tissues. 

2.1.1. Contrast Concentration Simulation 

Assessment of the noise effect on the accuracy of the 

pharmacokinetic parameters was performed using signal 

simulation in MATLAB software (MATLAB 2016a, The 

MathWorks Inc., Natick, MA, 2000). To this order, using 

the extended Toft’s model as a PK model to describe the 

CA distribution between blood plasma and extravascular 

extracellular space, 3470 time-concentration signals 

were simulated with a wide range of pharmacokinetic 

parameters .The range of the PK parameters was chosen 

comply to the physical meaningful and prevalent values 

of these parameters in clinical and literature. Variation of 

parameters to produce these 3470 signals was 

summarized in Table 2. Since, the distribution of the 

contrast agent may confront different conditions in 

different tissues, thus according to the model selection 

concept [21], three physiologically nested models were 

considered and 10 time-concentration profiles for Model 

1 (Equation 9), 310 time-concentration profiles for 

Model 2 (Equation 10) and 3150 time concentration 

profiles were simulated for Model 3 (Equation 11) [19, 

21]. 

Model 1:C(t)=vpCp(t),                (9)        

Model 2:C(t)=Ktrans ∫ Cp(τ).dτ
t

0
+vpCp(t)(10)    

Model 3:C(t)=Ktrans ∫ Cp(τ).e
-(kep(t-τ)dτ

t

0
+vpCp(t)(11) 

In the above equations, C(t) is time signal of contrast 

agent in the tissue, Cp(t) is time signal of contrast 

concentration in blood plasma, vp is blood plasma 

volume, Ktrans and kep are forward and inverse transfer 

constant between blood plasma and extravascular 

extracellular space. 

 

 

 

 

Table 1. The tissue intrinsic properties for water, plasma and blood part of the brain in 3T 

Tissue r1 (mmol-1 s-1) r2 (mmol-1 s-1) T1,0 (ms) T2,0
* (ms) 

Water 3.1 3.7 5000 3125  

Plasma 3.7 5.2 2272 344  

Blood 3.9 6.9 1900 320  
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2.1.2. Noise Simulation 

Noise of the concentration signal at each voxel has a 

normal distribution, thus a Gaussian distribution can be 

assigned to the noise of DCE-MR images. Distribution of 

the MR signals (S) around its mean value (Smean) can be 

describe as [11]: 

𝑓𝑠 =
1

√2𝜋𝜎𝑠
𝑒
−
(𝑆−𝑆𝑚𝑒𝑎𝑛)

2

2𝜎𝑠
2 (12) 

S is MR signal in each repetition; Smean is the mean of 

the registered MR signals and σs is standard deviation.  

White Gaussian noise was added to all 3470 simulated 

time contrast concentration signals (10 signals for Model 

1, 310 signals for Model 2 and 3150 signals for Model 3) 

to prepare 10 signal to noise ratios (mentioned in section 

2.1), so 11 data series of each generated signal (1 pure 

signal and 10 different noisy signals) were produced. 

2.1.3. Quantification of the PK parameters 

Using Maximum Likelihood Estimation 

After adding 10 levels of noise, 11 data series were 

produced (1 pure data series which were simulated at the 

first step and 10 noisy data series which were generated 

by adding the different levels of noise to the pure data).  

In the next step, pharmacokinetic parameters were 

estimated for all 11 × 3470 signals. In this study, 

Maximum Likelihood Estimator (MLE) as an accurate, 

robust and low bias estimator [11, 19] according to a 

previously designed algorithm [19, 20] was recruited to 

estimate the PK parameters.  

The main idea of the MLE is finding the parameters 

value (θML) to maximize the observations. In our study, 

parameters of 3 Equations (9-11) were found by MLE. 

Subsequently, one parameter for Model 1 (Equation 9), 

θML=[vp], two parameters for Model 2 (Equation10), θML 

=[vp, Ktrans] and three parameters for Model 3 

(Equation11), θML=[vp, Ktrans, kep] were estimated. 

 

 

 

 

In Equations 9-11, C is time-signal of each voxel, thus 

Ci is concentration value in each voxel at ith time point. 

Comply with simulated data, a Normal distribution was 

used as distribution of data probability: 

Ci ~fN(M,σ2)                                                (13) 

        M= E[C],      σ2= var(C) 

Li=
1

√2πσ2
e

(Ci-Mi)
2

2σ2                                            (14) 

In Equations 13 and 14, σ is standard deviation, M is 

exception and C is contrast concentration for different 

Models. 

Li is likelihood function constructed for ith time point. 

Ci is assumed to be an independent variable for different 

time points during DCE-MR experiment. Thus, for the 

full DCE-MRI observation, the likelihood function is a 

product of the individual likelihoods (Equation 15): 

L=Li×L2×⋯×LN=∏ Li
N
i=1                                (15) 

According to Equation 14 and 15, L can be re-written 

as bellow (Equation16): 

L=(
1

√2πσ2
)
N

.e
∑

(yi-Mi)
2

2σ2
N
i=1                                       (16) 

Using the constructed likelihood function in Equation 

15 (or log-likelihood form stated in Equation 17), the θML 

can be estimated by taking the derivative from the 

likelihood function and setting the obtained equations to 

zero. 

lnL=-
N

2
ln(2π) -

N

2
ln(σ2)+∑

(yi-Mi)
2

2σ2

N
i=1                  (17) 

2.1.4. Calculation of Mean Percentage Error 

(MPE) for the Estimated PK Parameters 

Table 2. Variation of PK parameters for simulating Model 1, 2 and 3 profiles [19] 

 vp Ktrans kep 

Model 1 0.5% to 9.5% - - 

Model 2 0.5% to 9.5% 0.01 to 0.76 min-1 - 

Model 3 0.5% to 9.5% 0.01 to 0.51 min-1 0.035 to 0.735 min-1 
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To evaluate the propagated error in PK parameters 

affected by change in SNR, the Mean Percentage Error 

(MPE) of each parameter for each data series was 

calculated relate to parameters value estimated for 

noiseless data (Equation 18): 

MPESNR=
1

N
∑ (1-

EstSNR
k

truthSNR
k

N

k=1

)×100               (18) 

N refers to the number of profiles in each set. The 

𝐸𝑠𝑡𝑆𝑁𝑅
𝑘   and 𝑡𝑟𝑢𝑡ℎ𝑆𝑁𝑅

𝑘  are the estimated and the source of 

truth for each PK parameter, respectively. 

3. Results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 demonstrates the effect of the noise in DCE-

MRI data on the contrast concentration variance and 

uncertainty at each voxel. Variance and relative 

uncertainty of contrast concentration versus contrast 

concentration values in different SNRs and for three 

tissues (blood, water and plasma) are shown in Figure 1-

A to 1-F. It can be seen in Figure 1-A to 1-C that by 

increasing the concentration value, variance of measured 

concentration increases; As shown in this figure the 

variance is almost the same in different SNRs up to 6 mM 

contrast concentration, but the difference of the 

calculated variance is observable at higher values of the 

contrast concentration values; especially at concentration 

higher than 10 mM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. This figure demonstrates the effect of the noise in DCE-MRI data on the contrast concentration variance for A) 

blood, B) water, and C) plasma tissue. Relative uncertainty of contrast concentration for D) blood, E) water and F) plasma 

at each voxel 
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Figure 2 demonstrates the Mean Percentage Error 

(MPE) for parameter of Model 1(blood plasma volume, 

vp). This figure shows that MPE of vp is under 1% for all 

studied SNRs; even it can be under 0.5% for SNRs 

greater than 20. 

 

Figure 2. This figure displays the calculated Mean 

Percentage Error (MPE) of the Blood Plasma Volume 

estimated for Model 1 of Tofts equation 

MPE of the estimated parameters for Model 2 (vp and 

Ktrans) is shown in Figure 3. In Figure 3-a it can be 

observed that MPE is decreasing by increasing the SNR, 

such that for SNR=5, MPE of vp is significant (~33.5%) 

while for SNRs more than 20, MPE would be less than 

8%. In this figure, it is also shown that the lowest MPE 

for Ktrans is occurred at SNR=15, which is around 0.12%, 

and in worse situation (SNR=5) reach to 5.5%. 

 

Figure 3. This figure displays the calculated Mean 

Percentage Error (MPE) of A) the Blood Plasma Volume and 

B) Forward Transfer Constant estimated for Model 2 of Tofts 

equation 

The results of the calculated MPE for Model 3 

parameters for different SNRs are depicted in Figure 4. 

Among three parameters of Model 3, inverse transfer 

constant (kep) shows most noise sensitivity and blood 

plasma volume (vp) shows lowest noise sensitivity; for 

example, MPE of kep reaches to 52% at SNR=5, while 

MPE of vp is 4.5% at this SNR. The SNR should be at 

least equal to 20 to have a MPE under 5% for all three 

parameters of Model 3. 

 

Figure 4. This figure displays the calculated Mean 

Percentage Error (MPE) of A) the Blood Plasma Volume and 

B) Forward Transfer Constant C) Inverse Transfer Constant 

estimated for Model 3 of Tofts equation 

Figure 5 exhibits a comparison between the percentage 

of error increment for plasma volume parameter in three 

models versus percentage increment of noise. To this 

order, the MPE in SNR=50 was picked up as base of 
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comparison and noise increment in other SNRs was 

computed relate to SNR=50, because MPE of all 

parameters are almost negligible at SNR=50. As shown 

in Figure 5, relative MPE (respect to the MPE at 

SNR=50) for all three models grow with increasing 

noise. Among three models, vp1 shows low sensitivity to 

noise enhancement, even if the noise level grows up 

900% respect to the SNR=50, the relative MPE of vp1 

does not reach to 1%. vp3 is more susceptible than vp1 and 

vp2, insofar as noise level becomes 2 times (SNR=25) or 

10 times (SNR=5) higher, MPE of this parameter will 

increase up to 10% or 33%, respectively. 

 

Figure 5. This figure illustrates the changes of the MPE 

when noise increases relate to noise in SNR=50 for Blood 

Plasma Volume of 3 Tofts extracted Models 

The results of this comparison for forward transfer 

constants in Model 2 and Model 3 are shown in Figure 6. 

The significant observation in this figure is that absolute 

MPE changes of Ktrans for all noise increments are under 

8%. It can be also seen that the noise sensitivity of these 

two parameters are approximately the same, however the 

MPE changes are positive for Ktrans3 but it is negative for 

Ktrans2. 

 

Figure 6. This figure illustrates the changes of the MPE 

when noise increases relate to noise in SNR=50 for Forward 

Transfer Constants of Model 2 and 3 extracted from Tofts 

equation 

The MPE changes of the inverse transfer constant (kep) 

in Model 3 affected by the noise increment are plotted in 

Figure 7. This figure shows that the most sensitive PK 

parameter to the noise increment is kep of Model 3. For 

example, as noise level increases up to 2 or 10 times 

higher than SNR50, MPE of kep increases 9% or 52%, 

respectively. 

 

Figure 7. This figure illustrates the changes of the MPE 

when noise increases relate to noise in SNR=50 for Inverse 

Transfer Constant of Model 3 extracted from Tofts equation 

In addition to MPE that indicates the accuracy of the 

estimated parameters, Pearson Correlation Coefficient 

(CC) was also calculated between the true values and 

estimated values of the PK parameters for all 10 data 

series. Table-3 lists the calculated CC for all PK 

parameters in 10 SNRs. As it can be realized from this 

table, there is a positive relationship between true and 

estimated values of these parameters in all SNRs; in low 

SNRs, CC is weak for blood plasma volume of Model 2 

and 3 and inverse transfer constant. Whereas, the CC 

would be higher than 0.87 for all PK parameters in SNRs 

greater than 30, which confirms the resulted assured SNR 

(SNR>25) from computed MPE and Figure 2 to 7. 

4. Discussion  

This study and a few recent investigations [9, 11, 13, 

16] show that the noise can significantly affect the 

precision and accuracy of the pharmacokinetic analysis 

of the DCE-MRI studies. As Crone et al. [22] showed 

poor quality images (images with low SNR) may cause 

physiologically meaningless parameters appear. Thus, 

recruiting the pharmacokinetic DCE-MRI data analysis 

in clinical decisions should be conditioned to acquire 

DCE-MR images with high quality (high SNR). Kale et 

al. [23] reported that the most important factor of the 

image quality is SNR and needed SNR to have the best 
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image quality around 30 to 35 [23]. The results of this 

study indicate that for having a reasonable accuracy to 

estimate the PK parameters (MPE <5%), at least a SNR 

greater than 25 is needed. In a fixed imaging protocol, the 

MR signal is constant and the noise is not related to the 

signal [17]. Therefore, the most significant effective 

factors on the SNR of the DCE-MRI data is electron 

thermal fluctuations in receiver coils [23]. An important 

step in improving the images quality and SNR is using 

developed technology in receiver coil geometry, 

improved pulse design, high-conductivity materials for 

receiver coils and advanced image processing methods. 

Although improving the SNR with optimizing the pulse 

sequence parameter may sacrifice the spatial resolution 

of MR images [17, 23], a compromise should be made 

between the SNR (quality image) and spatial resolution.  

The precision of the estimated parameters is highly 

dependent to the estimation technique. The recruited 

estimator should not add extra bias or variance to the 

estimated parameters. According to the literature [24], if 

there is an unbiased estimator, it should be the maximum 

likelihood estimator. The results of these studies and 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 previously published researches [11, 24] indicated that 

the MLE technique as a Minimum Variance Unbiased 

Estimator (MVUE) is more appropriate and faster 

technique than other common techniques such as Least 

Square Error (LSE) to use in DCE-MRI data analysis [11, 

19, 20]. The previously published research [11] showed 

that ML estimator can reduce the uncertainty up to 30% 

for Ktrans and up to 20% for vp compared with LSE. 

Therefore, it also can be said that using the MLE 

technique, the parameters are estimated without adding 

extra biases during the estimation process. However, the 

results of this study depict that MLE is somehow 

sensitive to noise. If all processing and estimation 

techniques are the same between various imaging 

centers, the SNR is usually different among them. Thus 

recruiting an estimation technique that would be less 

sensitive to noise than the MLE is more interesting in 

pharmacokinetic analysis of DCE-MRI data. A 

previously published paper [19] showed that the adaptive 

estimation technique can be a good, fast and less noise 

sensitive substitute for MLE technique. 

5. Conclusion 

Table 2. Correlation Coefficient between Estimated and True value of Pharmacokinetic Parameters in different SNRs 

Model 3 Model 2 Model 1 
PK parameters 

kep Ktrans vp Ktrans vp vp 

r=0.67 

p=0 

r=0.99 

p=0 

r=0.78 

p=0 

r=1 

p=0 

r=-0.10 

p=0.07 

r=1 

p=0 
SNR=5 

r=0.73 

p=0 

r=0.992 

p=0 

r=0.85 

p=0 

r=1 

p=0 

r=-0.05 

p=0.41 

r=1 

p=0 
SNR=8 

r=0.78 

p=0 

r=0.995 

p=0 

r=0.88 

p=0 

r=1 

p=0 

r=0.001 

p=0.98 

r=1 

p=0 
SNR=10 

r=0.87 

p=0 

r=0.997 

p=0 

r=0.93 

p=0 

r=1 

p=0 

r=0.09 

p=0.09 
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In this study, by recruiting MLE technique, the 

propagated error in Toft’s PK parameters from the noise 

increment in DCE-MRI signals is analytically 

investigated. The results of this study denote that most 

sensitive PK parameters to noise changes is Model 3 

parameters, especially inverse transfer constant. 

Employing the pharmacokinetic analysis for making 

clinical decision-making criteria needs images with a 

reasonable quality and also an accurate and robust 

estimator. The SNR equal or greater than 25 along with 

maximum likelihood estimation technique were 

proposed in this study to have mean percentage error less 

than 5% for all PK parameters. 
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