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Abstract 

Purpose: Accurate detection of Atrial Fibrillation (AF) has great significance in the field of medical science which 

can reduce the rate of mortality and morbidity. The present study focuses on Electrocardiography (ECG) signal 

classification using dimensionality reduction techniques combined with R wave to R wave interval (RR interval) 

features.  

Materials and Methods: In the first approach, Principal Component Analysis (PCA), Linear Discriminant 

Analysis (LDA), Independent Component Analysis (ICA), and Probabilistic Principal Component Analysis 

(PPCA) are performed independently on denoised ECG signal using Discrete Wavelet Transform (DWT) for the 

classification of ECG signal. In the second approach, the dimensionality reduction techniques combined with RR 

interval features are used for the classification of ECG signal. 

Results: Machine Learning (ML) algorithms such as Decision Tree (DT), Support Vector Machine (SVM), and 

Deep Learning (DL) algorithms such as Long Short Term Memory (LSTM) and Bi-Directional LSTM (BiLSTM) 

are used for classification purposes. 

Conclusion: The proposed methodology provided an overall accuracy of 93.65% with PCA and LSTM classifier 

and an overall accuracy of 99.45% with PCA combined with RR interval features and LSTM classifier. The 

developed technology has potential applications in many practical solutions. 

Keywords: Atrial Fibrillation; Electrocardiography; Discrete Wavelet Transform; Long Short Term Memory; 

Support Vector Machine; Decision Tree. 
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1. Introduction  

Cardiovascular Diseases (CVDs) are considered one of 

the major health concerns that pose an immense economic 

burden globally. Arrhythmia is a condition where 

heartbeat is irregular. Atrial Fibrillation  )AF ( is a type of 

arrhythmia that is closely related to CVD. The prevalence 

of AF is expected to be 12.1 million by 2030 in the US 

[1]. According to American Heart Association statistics, 

the number of citizens with newly diagnosed AF is 

projected to be 2.6 million by 2030 in the US [1]. AF 

affects more than 40 million individuals globally [2]. 

The increasing rate of AF leads to a financial burden 

for developing countries. From a health care point of 

view, it is necessary to develop a cost-effective method 

for the detection of AF using Electrocardiography  )ECG ( 

signals. 

ECG measures the depolarization and repolarization 

activity of the heart which is represented by the P-QRS-T 

wave. During AF there are minute changes in the 

depolarization and repolarization patterns. This results 

in the absence of P waves and variation of RR intervals 

in the ECG. Discrimination of ECG signal for different 

rhythms is computationally implemented using 

classification techniques. Several Machine Learning 

 )ML ( and Deep Learning (DL) methods have been 

proposed in the literature for the discrimination of ECG 

signals. Shi et al. [3] suggested Support Vector Machine 

(SVM) based method to detect AF by observing variations 

in face skin color and recorded an accuracy of 92.56%. 

Petmezas et al. [4] suggested a focal loss method to 

address the data imbalance problem and used a 

Convolutional Neural Network (CNN) - Long Short Term 

Memory (LSTM) classifier and recorded a sensitivity 

of 97.87 % and specificity of 99.29%. Radhakrishnan 

et al. [5] proposed a chirplet transform method using 

a deep convolutional Bi-Directional LSTM (BiLSTM) 

network and achieved an accuracy of 99.18%. Liang 

et al. [6] suggested a combination of CNN-BiLSTM 

classifier extracting deep features to classify heartbeat 

events and observed an accuracy of 85%. Ghosh et al. [7] 

suggested a DL approach to detect AF using a multirate 

cosine bank filter combined with a fractional norm feature 

and observed an accuracy of 99.40%. Ahmed et al. 

[8] developed a low-cost AF detection machine using 

variation in RR intervals. The developed device was 

able to measure variation in heartbeat and notify when 

AF detected. In a work by Shankar et al. [9], various 

dimensionality reduction techniques, features used and 

different ML methods are systematically reviewed. 

Kleyko et al. [10] conducted a study on the computational 

complexity of automatic detection of AF and classification 

using different databases. Wu et al. [11] proposed a deep 

features-based method to detect AF using a random forest 

classifier and recorded an F1 score of 96%. Wang et al. 

[12] suggested a wavelet packet transform method 

for efficient feature extraction and detection of AF. 

The author used an artificial neural network for the 

classification purpose and recorded an accuracy of 98.8%. 

Li et al. [13] suggested a method to identify AF signals 

using heart rate, depth feature, and principal components. 

Using SE-ResNet architecture they achieved an accuracy 

of 99.68%. Hagiwara et al. [14] reviewed different 

computer-aided diagnosis methods consisting of ML 

algorithms and DL algorithms to detect AF developed 

by various researchers. Faust et al. [15] proposed an 

LSTM network-based method to detect AF and recorded 

an accuracy of 99.77%. Maji et al. [16] proposed a 

methodology to detect AF using an empirical mode 

decomposition method with a sensitivity of 96% and 

specificity of 93%. Dash et al. [17] suggested a robust 

algorithm to detect AF using heart rate variability features 

and observed sensitivity and specificity of 90.2% and 

91.2 %, respectively.  

From the existing literature on AF detection, various 

authors have proposed feature-based methods for pattern 

classification of ECG using either traditional machine 

learning algorithms or deep learning algorithms where 

features are automatically mapped into respective output 

classes. A few kinds of literature are available where 

RR interval features along with dimensionally reduced 

features are used for classification, yet systematic 

and exhaustive experimental evidence to prove which 

combination of methods provides a superior performance 

is lacking in this domain.  

In the present study, we propose simple AF detection 

methods using ECG as follows: 

1.  Dimensionality reduction methods such as Principal 

Component Analysis (PCA), Linear Discriminant 

Analysis (LDA), Independent Component Analysis 

(ICA), and Probabilistic Principal Component Analysis 

(PPCA) along with the absence of P wave features are 

subjected to traditional ML and DL algorithms and the 

method that provided superior performance is identified.  
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2.  A combination of dimension reduction techniques, 

RR interval-based features, and absence of P wave feature 

are classified using ML and DL methods and performance 

is compared. 

Two ML algorithms namely DL, and SVM; and two 

DL algorithms namely LSTM and BiLSTM are used for 

the discrimination of ECG signals into normal, AF, and 

other rhythms, and class-specific accuracy is calculated. 

The proposed methodology is discussed in section 2, and 

in section 3, results are discussed; the paper is concluded 

in section 4. 

2. Materials and Methods  

Figure 1 shows the proposed methodology for pattern 

classification of ECG signal. The methodology consists 

of pre-processing using Discrete Wavelet Transform 

(DWT), and Q wave, R wave and S wave (QRS) complex 

detection using the Pan-Tompkins algorithm. From 

the detected QRS complex, 15 time-series features are 

extracted and ECG signals are segmented such that 

each segment contains 200 sample points. The 200 

sample points constitute 99 points before the R peak, 

and 100 points after the R peak along with the R peak. 

These 200 points are used for dimensionality 

reduction using PCA, LDA, ICA, and PPCA. Also, 

during AF, a P wave is absent and a fibrillatory wave 

(f wave) is present which can be manifested in the 

energy of the ECG signal. In total 15 RR time series 

features, 10 dimensionally reduced features, and one 

energy feature constituting a total of 26 features which 

are given to two ML classifiers independently viz: 

Decision Tree (DT) and SVM and two DL algorithms 

separately viz: LSTM and BiLSTM. The performance 

due to all classifiers is recorded and a comparative study 

is carried out. 

2.1.  Dataset Used 

In this study open-source dataset, Physionet Challenge 

2017 [18] is used. The dataset used in this study comprises 

5154 signals with normal rhythm (N), 771 signals with 

AF rhythm, and 2557 signals with other rhythms. Each of 

the ECG signals has varied lengths between 9 seconds 

and more than slightly one minute.  

2.2.  Pre-processing 

The noise components present in the ECG signal 

(baseline wander and high-frequency noise components) 

are removed using DWT [2, 19]. In this research, DWT 

with db6 basis function is used to decompose the ECG 

in the time-frequency domain [20]. The ECG signals are 

sampled at 300Hz, and are decomposed into 8 levels using 

DWT. The frequency band of 75-150Hz contains high-

frequency noise components. Hence, these coefficients 

are replaced with zeros during the reconstruction. 

Similarly, the frequency components in the band of 0-

0.5Hz consisting of baseline wander are replaced with 

zeros during reconstruction. The denoised ECG signal 

is further subjected for the detection of QRS complex 

with the help of the Pan Tompkins algorithm. Using the 

detected QRS complexes ECG signals are segmented 

into 200 sample windows for a given ECG beat.  

2.3.  RR Series Feature Extraction 

From the detected QRS complexes the RR interval 

time series is derived from which RR series features 

are extracted [16, 21-26] which are shown in Table 1. 

2.3.1.  PCA 

Given the training vector, X={𝑥1, 𝑥2, … , 𝑥𝑛}  belonging 

to C classes, the principal components analysis algorithm 

requires the definition of covariance matrix [19, 26] as 

Equation 1: 

 

Figure 1. Proposed Methodology 
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K = 
1

𝑛
 ∑ (𝑥𝑖 

𝑛
𝑖 = 1 −  �̅�)(𝑥𝑖  −  �̅�)𝑇 (1) 

where 𝑥 ̅ = (1 / n) ∑ 𝑥𝑖
𝑛
𝑖 = 1 .  In the next step, the 

eigenvectors and eigenvalues of the covariance matrix 

K are calculated. Let P = { },...,, 21 r  be the r < Q 

Eigenvectors corresponding to the r largest Eigenvalues 

of K. Eigenfeature vectors 𝐸𝑖 are calculated by projecting 

the Eigenvectors onto the Eigenspace (Equation 2): 

 𝐸𝑖 = 𝑃𝑇𝑥𝑖 (2) 

In total first 10 PCA components are considered for 

classification purposes. 

2.3.2.  LDA 

LDA maximizes the discrimination among different 

classes in the data. It projects the data into a new axis in 

a way to maximize the separation of classes [27, 28].  

Accordingly, LDA is applied to the Eigenfeature 

vectors 𝑋𝑖 as follows. Between-class (𝑆𝐵) and within-

Table 1. RR series features extracted from ECG signal 

Feature Computational Equation 

RRµ 
Mean of RR intervals: RRµ = 

𝟏

𝑵
 ∑  𝑹𝑹𝒊

𝑵
𝒊 = 𝟏  

Where RRi is the RR interval at ith instant and N is the length of RR interval 

CVRR Coefficient of variant of RR intervals:  COVRR =  
𝟏

𝑵
 ∑  (𝑹𝑹𝒊  −𝑵

𝒊 = 𝟏  RRµ)2 

SDRR Standard deviation of RR intervals: SDRR = √𝑪𝑽𝑹𝑹 

SDSD 
Standard deviation of RR interval differences: SDSD = STD(RRi - RRi + 1) 

Where STD is standard deviation 

RMSSD RMS of successive differences: RMSSD = √
𝟏

𝑵 − 𝟏
 ∑  ((𝑹𝑹)𝒊 + 𝟏

𝑵 − 𝟏
𝒊 = 𝟏  −  (𝑹𝑹)𝒊)

𝟐 

RR50 Number of pairs of adjacent RR intervals differing by 50 ms:  RR50 = (RRi - RRi + 1) > 0.05 

pRR50 Proportion of successive RR interval > 50 ms: pRR50 = 100 * RR50 / (Length of RR intervals) 

Triang8 It is the total number of RR intervals divided by the height of histogram in 8 ms bins [36, 37] 

TINN8 

Multilinear function is q is defined such that q(t) = 0 for t < A and t > B and q(X) = Y 

TINN8 = B - A [24, 25] 

where 8 stands for 8ms bins 

pRR20 
Proportion of successive RR interval > 20 ms 

pRR20 = 100 * (RRi - RRi + 1) > 0.02 / (Length of RR intervals) 

pRR30 
Proportion of successive RR interval > 30 ms 

pRR30 = 100 * (RRi - RRi + 1) > 0.03 / (Length of RR intervals) 

pRR6.25 
Proportion of successive difference > 1/16ms 

pRR6.25 = 100 * (RRi - RRi + 1) > 0.00625 / (Length of RR intervals) 

RSA 5RR Difference between the mean of 5 largest and 5 smallest RR intervals [25] 

SampEn 

Sample Entropy, SampEn(m,r,N) = -In[
𝑫

𝑬
]  

Where, D = Number of guided vector pairs having distance function d[Xm + 1(i), Xm + 1(j)] < r 

E = Number of guided vector pairs having distance function d[Xm(i), Xm(j)] < r 

ApEn 

Approximate entropy: ApEn = |𝜭𝒎(𝒓)  − 𝜭𝒎 + 𝟏(𝒓)| 

𝜭𝒎(𝒓) = (
𝟏

𝑵 − 𝒎 + 𝟏
) ∑ 𝒍𝒐𝒈𝑩𝒓

𝒎(𝒊)

𝑵 − 𝒎 + 𝟏

𝒊 = 𝟏

 

Where, Br
m(i) = Number of x(j) such that d(x(i)), x(j) < r / (N – m + 1) 

Energy 
Energy: E = ∑  𝒙𝒊

𝟐𝟗𝟗
𝒊 = 𝟏  

where 𝒙𝒊 is the amplitude of ECG signal at ith point. 
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class (𝑆𝑊) scatter matrices are calculated respectively 

as follows [29] (Equation 3, 4): 

 𝑆 𝐵 = ∑ 𝑞𝑘(�̅�𝑘 − �̅�)

𝐶

𝑘=1

(�̅�𝑘 − �̅�)𝑇 (3) 

𝑆𝑊 = ∑ ∑(𝑋𝑖 − �̅�𝑘)

𝑞𝑖

𝑖=1

𝐶

𝑘=1

(𝑋𝑖 − �̅�𝑘)𝑇 (4) 

where 𝑋 = (1/𝑄)
⬚

∑ 𝑋𝑖
𝑄
𝑖=1  is the ensemble mean, and 

�̅�𝑘 = (
1

𝑞𝑘) ∑ 𝑋𝑖
𝑘𝑞𝑘

𝑘 = 1   is the mean of Class k which has 

𝑞𝑘 samples. An optimal sub-space 𝐸𝑜 is determined using 

the generalized eigenvectors of 𝑺𝑩, 𝑺𝑾. Finally, the feature 

vectors with the optimal discrimination are calculated 

as Equation 5: 

𝑍𝑖 = 𝐸𝑜
𝑇𝑋𝑖 (5) 

In total first 10 LDA components are used for 

classification purpose. 

2.3.3.  ICA 

PCA produces mutually uncorrelated features. But in 

some applications of lower dimensional subspace, PCA 

can provide minimum class separation. This problem 

can be overcome by ICA. The ICA mixture model is 

computed using [28] (Equation 6):  

𝑥𝑗 = 𝑊𝑗𝑠𝑗 = ∑ 𝑤𝑗𝑖𝑠𝑗𝑖

𝑛

𝑖=1

 (6) 

where 𝑊𝑗 is the total number of patterns present in the 

data, 𝑤𝑗𝑖 is the mixing coefficient, 𝑆𝑗𝑖  is an independent 

signal which is given by Equation 7: 

𝑆 = 𝐴𝑥 (7) 

A and W are inverse to each other that need to be 

computed. In our case, we have used Fast ICA algorithm 

to compute A and W. Here in this work, in total first 10 

ICA components are considered for classification 

purposes. 

2.3.4.  PPCA 

PPCA is a formulation of PCA as a latent variable 

model. Each data point is assumed to be generated as a 

linear function of Gaussian latent variables and noise. 

PPCA involves performing inference in a model involving 

multivariate Gaussians and performing maximum 

likelihood. In total first 10 PPCA components are 

considered for classification purposes.  

2.4.  Classification 

In order to detect AF, two ML algorithms, namely 

DT and SVM, 2 DL algorithms, namely LSTM and Bi 

LSTM networks are used. 

2.4.1.  DT 

DT is a non-parametric supervised learning method 

used for classification. DT makes use of If -and -else rules 

to arrive at a particular condition. It has a tree like 

structure and has three nodes, namely root node, child 

node, and leaf node. Information gain is calculated at each 

node. This information gain is used for further dividing 

of the tree. This dividing continues till the leaf node where 

information gain becomes zero.  

2.4.2.  SVM 

SVM is a supervised machine learning algorithm 

that classifies the data into one of the two classes. Here 

C different hyperplanes are constructed for C different 

classes where each hyperplane separates the class in 

question from all the other classes. The output of SVM 

is given by Equation 8: 

𝑦𝑗(X) = sign(∑ i

^

𝑛𝑠
𝑖=1 𝑑𝑖𝐾(𝑋, 𝑋𝑖) + 𝑏) (8) 

Where𝑦𝑗(X), (1≤ 𝑗 ≤ 𝐶) 

The given pattern X is assigned to class 𝜚𝑗such that, 

(Equation 9) 

J = 𝑎𝑟𝑔maxjyj(𝑋) (9) 

2.4.3.  LSTM 

The architecture of LSTM is shown in Figure 2. LSTM 

is used to overcome the problem of vanishing gradient in 

Recurrent Neural Network (RNN). LSTM structure is 

 

Figure 2. LSTM architecture 
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a modification of the hidden layer in RNN. LSTM is 

capable of remembering RNN weights and their input 

over a long period of time.  

2.4.4.  BiLSTM 

The architecture of the BiLSTM network is shown in 

Figure 3. BiLSTM is a combination of 2 LSTMs 

connected in a forward and backward direction by 

transferring the information in a forward as well as 

in a backward direction. This makes the architecture to 

remember future and past information. Figure 4 shows 

the steps involved in the DL classifier, LSTM, and 

BiLSTM, respectively. The number of hidden units, 

choice of the optimizer, and the number of mini-batches 

are selected using a trial and error-based method. Table 2 

highlights the hyperparameters used for the classification 

purpose.  

2.4.5.  Statistical Metrics 

Consider a confusion matrix as shown in Figure 5 

(Equation 10-13). 

Normal Class Specific Accuracy (AFSA) =
C11

Total Normal signals under test
  

(10) 

AF Class Specific Accuracy (AFCSA) =
C22

Total AF signals under test
  

(11) 

Other rhythm Class Specific Accuracy (OCSA) =
C33

Total other rhythm signals under test
  

(12) 

Overall Accuracy (OA)

=  
C11 + C22 + C33

Total number of signals under test
 

(13) 

3. Results and Discussion 

The proposed algorithm for the classification of ECG 

signals into normal, AF and other rhythm signals are 

implemented in MATLAB R2020a. DWT method is used 

for the removal of high-frequency noise and correction 

of baseline wander. QRS complex is detected using the 

Pan-Tompkins algorithm. The raw ECG signal, denoised 

ECG signal, and detected QRS complex for normal, AF 

 

Figure 3. BiLSTM architecture 

 

Figure 4. Proposed DL method 

 

Table 2. LSTM/BiLSTM network hyperparameters 

Layer 
Parameter 

Name 

Parameter 

Value 

LSTM/BiLSTM 

Sequence 

input with 1 

dimension 

Hidden units 

100 

Other 

parameters 

Optimizer 

Adam 

Epochs 

Dropout rate 

Mini-batches 

Classification 

output 

300 

20% 

26 

crossentropyex 

 

 

Figure 5. Confusion matrix 
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and other rhythm signals are shown in Figure 6, Figure 

7 and Figure 8, respectively.  

PCA, ICA, LDA, and PPCA methods are used for 

dimensionality reduction. RR interval features such as 

RRµ, CVRR, SDRR, SDSD, RMSSD, RR50, pRR50, 

Triang8, TINN8, pRR20, pRR30, pRR6.25 %, RSA 

5RR, SampEn, ApEn are extracted from detected QRS 

complex. Also, during AF, a P wave is absent which can 

be manifested in the energy of the ECG signal. Therefore, 

we have considered energy present in the ECG segment 

till the R peak is considered as a feature. In total ten 

dimensionality reduced features, fifteen RR interval 

features (as discussed in section 2.3), and one energy 

feature are subjected to classification in order to predict 

the respective class of the given signal and hence the 

classification accuracy is calculated. In this study, two 

ML algorithms, Classification and Regression Trees 

(CART) and SVM; and two DL algorithms, LSTM 

and BiLSTM are implemented to predict AF 

independently. The class-specific accuracy for 

normal, AF, and other rhythms are calculated. Here 

10-fold cross-validation is used and average 

performance over the 10 folds is obtained. The 

confusion matrix for the LSTM classifier for PCA and 

RR interval features combined during the 8th fold of 

testing is shown in Figure 9. The average accuracy 

using dimensionality reduction techniques and energy 

 

Figure 6. Normal ECG signal 

 

 

Figure 7. AF signal 
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features is shown in Table 3. It can be seen that the PCA 

method combined with the LSTM classifier outperforms 

in comparison with other classifiers. Figure 10 

provides overall accuracy for different classifiers. 

It can be observed that the LSTM consistently 

outperforms compared to other classifiers.  

The average accuracy using dimensionality reduction 

techniques, RR interval features, and energy features is 

shown in Table 4. It is observed that the PCA method 

combined with the RR interval features along with the 

LSTM classifier outperformed in comparison with other 

classifiers.  

 

Figure 8. Other rhythm signal 

 

Table 3. Average classification performance of DT, SVM, LSTM, and BiLSTM classifier using dimensionality reduction 

method 

Classifier NCSA ± std AFCSA ± std OCSA ± std OA ± std 

PCA + E + LSTM 94.67 ± 1.269 98.14 ± 2.101 90.52 ± 1.616 93.65 ± 1.268 

PCA + E + BILSTM 93.63 ± 2.019 95.03 ± 4.843 90.19 ± 2.462 92.73 ± 1.925 

ICA + E + LSTM 87.08 ± 1.445 79.75 ± 3.277 88.84 ± 2.004 86.68 ± 1.591 

ICA +  E + BiLSTM 87.86 ± 1.228 80.88 ± 5.550 87.88 ± 2.651 84.10 ± 1.194 

PPCA + E + LSTM 96.12 ± 1.622 84.68 ± 6.370 89.64 ± 1.434 93.19 ± 1.208 

PPCA + E + BiLSTM 95.53 ± 2.058 83.51 ± 5.113 88.70 ± 1.913 92.39 ± 1.489 

LDA +  E + LSTM 87.51 ± 1.775 44.14 ± 7.520 84.98 ± 2.875 82.68 ± 1.189 

LDA +  E + BiLSTM 87.16 ± 1.041 42.83 ± 2.912 85.35 ± 2.304 82.49 ± 1.002 

PCA + E + DT 88.69 ± 0.6262 90.18 ± 1.975 80.67 ± 1.387 86.37 ± 0.8402 

PCA + E + SVM 81.61 ± 1.867 94.80 ± 1.133 86.26 ± 1.722 87.62 ± 1.404 

ICA +  E + DT 87.49 ± 0.9954 83.44 ± 1.803 90.24 ± 1.109 87.97 ± 0.5666 

ICA +  E + SVM 88.57 ± 2.916 95.74 ± 1.172 87.90 ± 1.216 90.73 ± 1.469 

PPCA + E + DT 93.81 ± 0.4910 86.43 ± 2.121 87.78 ± 2.393 91.30 ± 0.4663 

PPCA + E + SVM 91.10 ± 0.4927 87.05 ± 0.5035 92.94 ± 0.9767 91.25 ± 0.3805 

LDA + E + DT 82.36 ± 1.786 49.62 ± 4.832 84.39 ± 1.151 80.16 ± 1.160 

LDA + E + SVM 85.33 ± 0.9674 91.62 ± 0.6810 88.17 ± 0.8308 88.38 ± 0.6219 
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Figure 11 shows variation in overall accuracy 

plotted against classification using DT, SVM, 

LSTM, and BiLSTM classifiers. It can be seen that the 

PCA combined with the RR interval features and the 

LSTM classifier provided the highest median 

accuracy and lowest variability during the ten-fold 

cross-validation.  

It is interesting to compare the performance obtained 

in the present study with the existing state-of-the-art 

methods available in the literature. Table 5 highlights 

some of the work carried out by authors on  detecting 

AF using the Physionet Challenge 2017. Rao et al. 

[2] suggested a power spectrum-based method for the 

classification of ECG signals using CNN and observed 

an accuracy of 94.67%. The present study focuses on 

ECG signal classification using dimensionality reduction 

techniques combined with energy and RR interval 

features. Chang et al. [30] proposed a method to classify 

ECG signals using temporal and spectral features using 

an LSTM classifier and achieved an accuracy of 98.3%. 

Athif et al. [31] proposed a statical and morphological 

feature-based method to detect AF using an SVM 

classifier and recorded an accuracy of 96.1%. Sanchez 

et al. [32] suggested a gramian angular summation field 

method to detect AF using CNN and achieved an accuracy 

of 97.6%. Shi et al. [33] suggested a multiple-feature 

fusion method to diagnose AF using 1D CNN and 

achieved an accuracy of 91.7%. Zhao et al. [34] 

proposed a 24-layer CNN network to diagnose AF and 

recorded an accuracy of 87.1%. Mousavi et al. [35] 

suggested a hierarchical attention model using BiLSTM 

classifier to discriminate ECG signals into different 

rhythms and recorded an accuracy of 96.98%. Alsaleem 

et al. [36] suggested spectrogram-based features 

using a two- layer BiLSTM classifier to diagnose AF 

and observed an accuracy of 91.4%.  Liaqat et al. [37] 

Table 4. Average classification performance of DT, SVM, LSTM, and BiLSTM classifier using dimensionality reduction 

method and RR interval features 

Classifier NCSA ± std AFCSA ± std OCSA ± std OA ± std 

PCA + E + RR + LSTM 99.54 ± 1.104 97.51 ± 1.468 99.50 ± 1.636 99.45 ± 0.6335 

PCA + E + RR + BILSTM 97.64 ± 1.017 95.10 ± 3.284 94.88 ± 1.219 96.43 ± 0.7591 

ICA + E + RR + LSTM 89.39 ± 1.696 77.92 ± 5.621 81.98 ± 3.472 86.12 ± 1.778 

ICA + E + RR + BiLSTM 90.82 ± 1.704 74.96 ± 4.144 81.47 ± 3.302 86.57 ± 1.858 

PPCA + E + RR + LSTM 97.82 ± 1.222 86.46 ± 5.169 89.02 ± 2.973 94.10 ± 0.9710 

PPCA + E + RR  + BiLSTM 96.99 ± 1.343 84.23 ± 5.428 89.76 ± 1.553 93.64 ± 0.7059 

LDA + E + RR  + LSTM 91.75 ± 1.982 69.16 ± 8.825 84.21 ± 1.997 87.37 ± 1.219 

LDA + E + RR  + BiLSTM 90.77 ± 1.869 71.36 ± 6.017 76.69 ± 4.088 84.79 ± 1.488 

PCA + E + RR + DT 98.12 ± 0.2224 98.00 ± 1.639 95.98 ± 0.3445 97.42 ± 0.1898 

PCA + E + RR + SVM 96.85 ± 0.4198 97.67 ± 0.4529 95.07 ± 0.5245 96.53 ± 0.3147 

ICA + E + RR + DT 99.45 ± 0.3869 96.34 ± 1.915 98.13 ± 0.9759 98.77 ± 0.3788 

ICA + E + RR + SVM 96.40 ± 0.6582 97.66 ± 0.2868 95.18 ± 0.2540 96.45 ± 0.3586 

PPCA + E + RR  + DT 99.48 ± 0.2257 97.25 ± 1.698 98.39 ± 0.7488 98.93 ± 0.2815 

PPCA + E + RR  + SVM 97.09 ± 0.5920 97.89 ± 0.4286 95.56 ± 0.7737 96.85 ± 0.5494 

LDA + E + RR  + DT 99.23 ± 0.2734 96.50 ± 1.140 97.91 ± 0.5501 98.50 ± 0.2673 

LDA + E + RR  + SVM 99.43 ± 0.4473 91.07 ± 0.7932 90.89 ± 1.028 94.04 ± 0.5301 

 

 

Figure 9. Confusion matrix 
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suggested an LSTM architecture to diagnose AF using 

RR features, single and full-wave method and achieved 

an accuracy of 87.5%. Zhang et al. [38] suggested a 

method based on Fast Fourier Transform (FFT) using 

an LSTM-CNN classifier and recorded an accuracy of 

95.28%. Disha et al. [39] suggested a VGG16 based 

method for AF extracting deep features and observed an 

accuracy of 97.6%. Geweid et al. [40] designed a hybrid 

approach to detect AF using dual SVM and observed 

an accuracy of 99.27%. Rao et al. [41] 

implemented CNN_LSTM based architecture 

using RR intervals of ECG and observed OA of 

98.25%. In the first approach, only dimensionality 

reduction techniques such as PCA, LDA, ICA, and 

PPCA are performed on denoised ECG signals using the 

DWT method and classifiers. In the second approach, 

features derived from dimensionality reduction 

techniques combined with RR interval features are used 

for the classification of ECG signals. ML models such as 

DT, SVM, and DL models such as LSTM and BiLSTM 

are used for classification purposes.  

Table 5. Overview of studies on the classification of ECG signal using Physionet Challenge 2017 dataset 

Literature Methods Classifier OA 

Rao et al. [2] 2021 Power Spectrum CNN 94.67% 

Chang et al. [30] 2018 Spectral and temporal features LSTM 98.3% 

Athif et al. [31] 2018 Statical and morphological features SVM 96.1% 

Sanchez et al. [32] 2019 Gramian angular summation fields CNN 97.6% 

Shi et al. [33] 2021 Deep features and AF features 1D CNN 91.7% 

Zhao et al. [34] 2020 Deep features. 24-layerCNN 87.1% 

Mousavi et al. [35] 2020 Hierarchical attention model BiLSTM 96.98% 

Alsaleem et al. [36] 2020 Spectrogram based features 2-layer BiLSTM 91.4% 

Liaqat et al. [37] 2020 RR interval, single and full-wave features LSTM 87.5% 

Zhang et al. [38] 2021 FFT LSTM-CNN 95.28% 

Disha et al. [39] 2022 Deep features VGG16 97.60% 

Geweid et al. [40] 2022 Hybrid approach Dual SVM 99.27% 

Rao et al. [41] 2024 RR intervals CNN-LSTM 98.25% 

Current Study Dimensionally reduced, Energy and RR series feature 2-layer LSTM 99.45% 

 

 

 

Figure 10. Variation of overall accuracy with dimension reduction technique 

 



 Sh. Rao S.K, et al.  

FBT, Vol. 11, No. 4 (Autumn 2024) 563-575 573 

4. Conclusion 

In this study, we have proposed a framework to detect 

AF using dimensionally reduction techniques and RR 

intervals. In the first approach, AF is detected using 

dimensionality reduction techniques. In the second 

approach, the features extracted from dimensionality 

reduction techniques are combined with RR interval 

features to detect AF. In total ten dimensionality reduced 

features, fifteen RR interval features and one energy 

feature are used in this study. Four dimensionality 

reduction techniques namely, PCA, ICA, LDA, and 

PPCA are used in this study. Two ML algorithms, namely 

DT and SVM, and two DL algorithms, namely LSTM 

and BiLSTM are used to predict AF. The accuracy is 

found to be consistent without much variability in all 

the folds during 10-fold cross-validation.  

An accurate method to detect AF using features 

extracted from dimensionality reduction techniques 

and features extracted from RR intervals is very much 

required for long-term monitoring. The long-term 

monitoring system consists of more features that carry 

more information about AF detection. The computer-

assisted cardiac diagnosis tool not only reduces the 

workload of physicians but also reduces the variability 

due to intra-observer validation. 
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