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A B S T R A C T
Purpose- Effective connectivity is an active time-variable type of association 
between brain regions. The change of links’ strength in effective connectivity 
networks has been studied before but as far as we know, the change in the 
structure of the network has not yet been tested. 

Procedures- We simulated a time-variable data including three regions and one 
input to validate our method. In addition, we used a real fMRI data in order to 
evaluate the time-variability of brain effective connectivity between four brain 
regions using Dynamic Causal Modeling. The model space contained 38 models, 
all including the four regions of ventromedial prefrontal cortex, dor-solateral 
prefrontal cortex, amygdala, and ventral striatum. In both data, a proper moving 
window algorithm was used to find the changes over time.

Results- The results of simulated data matched the simulated pattern change 
over time. The results of real data initially showed time-dependent changes 
in the strength of some of the connections between brain regions. The most 
valid changes happened in the input and non-linear modulatory links. The input 
links’ strength increased and the nonlinear links’ strength decreased 
exponentially. These results show that the pattern of effective connectivity 
network changes and so reporting a single network for the whole data acquisition 
period is not meaningful.

Conclusion- In this study, we have used a method to find the time-dependent 
pattern changes during an fMRI task. We have shown the links’ strength change 
over time and accordingly the structure of the network changes.

1. Introduction

Effective connectivity in the brain is the result 
of an active network between different 
brain regions, and is an image for the real 

reciprocal hidden neuronal effects of different 
regions. In other words, this effect means the 
controlling power of a region (or an input) on 
activity (or strength) of another region (or the inter-
connection link of two other regions). Different 

modalities have been used so far to find and 
quantify the effective connectivity in the brain like 
Electro-Encephalogram [1], Positron Emission 
Tomography [2-4], and Magneto-Encephalogram 
[5]; however, functional Magnetic Resonance 
Imaging (fMRI) is the most popular method used 
for this exploration [6].

Different methods are introduced to quantify an 
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effective connectivity using fMRI data. The method 
based on Structural Equation Modeling (SEM) 
supposes the fMRI time-series as steady-state 
observations [7, 8], and therefore it cannot consider 
the dynamic behavior of effective connectivity 
networks. Granger Causality Modeling relies on 
statistical independence of neuronal states [9], 
which is also a limitation; however this method 
has been used to investigate the time-variability 
of effective connectivity networks [10-14], in 
other neuroimaging modalities. Dynamic Causal 
Modeling (DCM) is another method to find and 
quantify the effective connectivity networks[15]. 
This method finds a state-space relation which 
fits to the observed data, and seems to have 
applicability in exploring time-variability in the 
structure of brain effective connectivity network 
[16, 17]. 

It has been illustrated previously that an effective 
connectivity network is time-variable in links’ 
strength [2, 18-20]. As a result, in this study, we 
aimed to test our hypothesis on the applicability 
of DCM for exploring the time-variability of 
brain effective connectivity. For this purpose, we 
first simulated a time-variable network with three 
regions and one input and in the next step we 
used a real fMRI data for the face validity check. 
For the real data [21] we selected four regions 
of interest: Amygdala, Ventro-medial prefrontal 
cortex, Dorso-lateral prefrontal cortex, and Ventral 
striatum according to the specific cognitive task 
and previous studies{Bechara, 1999 #29} [22-25]. 
To test the hypothesis, a sliding window approach 
was introduced, which to the best of our knowledge 
has not been tested previously in DCM for fMRI.

2. Methods

2.1. Simulated Data

We have simulated a three regions network with 
one input. The main structure of the network and 
the links’ strength are depicted in Figure 1.

Figure 1. The structure of the simulated network for creating 
data. A, B, and C are three regions and I is the network’s 

input. The numbers on the links are the time-invariable links’ 
strength.

The input pattern was an on/off sequence which 
was convolved with a sample hemodynamic 
response and next by using the inverse of the 
balloon model [26] the representative time-series 
of neuronal population was calculated. The length 
of input was 960 seconds with 20 rest and act 
blocks; starting with rest and each for 24 seconds 
period. We selected the activation functions of the 
regions to be a simple ramp with the addition of 
a Gaussian noise N(0, σ) in which σ was chosen 
to be 0.1, 0.2, and 0.3 for the regions A, B, and 
C, correspondingly. We excluded four links and 
let other links’ strength to change over time in 
accordance with a pattern shown in Figure 2. 

Figure 2. The pattern of links’ time-variability.

The resulted time-series of the regions were 
assumed to be the neuronal level responses and 
we then implemented the forward balloon model 
to reach the time-series for hemodynamic level. 
We then assumed the TR to be three seconds and 
sample the time-series with frequency 1/3 Hz to 
reach a similar data to real fMRI. This made the 
total time points to be 320.
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2.2. Real fMRI Data

2.2.1. Participants
The data we have used were from a previous 

study [21]. The control group of the original data 
was used in our study. This group contained 20 
healthy male participants, 20-35 years old and 
right handed.

2.2.2. fMRI Task
The fMRI task of the source study had a 

blocked-design including 6 runs. Each run itself 
included two blocks of rest and two blocks of 
acts. In the first act block the images, not related 
to the target study, were shown to the subject 
and in the second act block the related images 
were shown. The duration of each block was 
chosen to be equally 24 seconds so the total run 
duration was 96 seconds and the approximate 
task duration was 10 minutes. A T1-weighted 
scan was performed with the following settings: 
matrix size: 256*256*192 mm, voxel size: 1 
mm3, TE=3.55 ms, TR=1910 ms. The functional 
images (Echo Planar Protocol) were acquired 
with: TR=3000 ms, TE= 50 ms, matrix size of 
64*64*192 mm, and voxel size 3 mm3.

2.3. Dynamic Causal Modeling
DCM is a method for deducing hidden neuronal 

states from brain activity measurements. It gives 
us an estimate of effective strength between 
neuronal populations and their modulation [27], 
the method was introduced for fMRI by Friston 
et al. [6, 28]. 

In DCM four connectivity matrices must be 
estimated; which their dimensions rely on the 
number of regions and inputs. These are the 
matrix A which is representative of intra-regional 
relations in the absence of any input, the matrix 
B which is the representative of inputs’ effects 
on the links from the matrix A, matrix C which 
is the representative of inputs’ effects on the 
regions, and matrix D which is the representative 
of regions’ effects on the links from the matrix A 
[29]. The relation between these is as Equation 1: 

�̇�𝐳 = 𝐟𝐟(𝐳𝐳, 𝐮𝐮, 𝛉𝛉) = 𝐀𝐀𝐳𝐳 + {∑ 𝐮𝐮𝐣𝐣𝐁𝐁(𝐣𝐣) +  ∑ 𝐳𝐳𝐢𝐢𝐃𝐃(𝐢𝐢)
𝐧𝐧

𝐢𝐢=𝟏𝟏

𝐦𝐦

𝐣𝐣=𝟏𝟏
} 𝐳𝐳 + 𝐂𝐂𝐮𝐮 (1)

In which 𝑧𝑧  is the neuronal signal, 𝑢𝑢  is the input, 
𝜃𝜃  is the parameters of forward model, 𝑚𝑚  is the 
number of inputs, and 𝑛𝑛  is the number of regions. 
The forward model [16, 26] is the model for 
mapping the measured fMRI signal to hidden 
neuronal states. 

DCM uses a Bayesian parameter estimation 
f ramework .  This  Bayes ian  f ramework 
predominates all steps of estimation, including 
the calculation of links’ strength and winning 
model selection [6, 28]. This framework needs 
an established knowledge to define the model 
space. The knowledge comes from anatomical 
information, functional connectivity networks, 
DTI data [30], or pre-published works. After 
defining the model space, parameter estimation 
process would be performed for all the models.

The estimation of the parameters of each model 
needs a certain amount of data as inputs, which 
are the Blood Oxygenation Level Dependent 
Signal. The number of time points in the time-
series can have a direct effect on estimation of 
DCM networks [31]. 

2.3.1. DCM for Simulated Data
The three simulated time-series and the input 

pattern were used for specifying the DCM 
network and the only step needed was to estimate 
this network. The DCM12 algorithm was used 
to quantify the single time-invariable DCM 
network.

2.3.2. DCM for Real Data

2.3.2.1. Preprocessing
The data were preprocessed using FSL5 

[32]. A correction for head motion and slice 
timing correction with interleaved order were 
implemented. A temporal filter to remove signal 
trend was performed. The data were intensity-
normalized and registered to the standard space 
using affine registration. These preprocessed data 
were used as inputs for SPM12 first level analysis 
(www.fil.ion.ucl.ac.uk/spm).
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2.3.2.2. DCM Calculation
Thirty eight models were entered to the model 

space, which included both linear and nonlinear 
models, and all models were estimated for each 
subject. We divided the models into linear and 
nonlinear families and by implementing Bayesian 
Model Selection (BMS), non-linear models 
showed a slightly better exceedance probability. 
Later, the Bayesian model averaging (BMA) 
was implemented on the winning family, which 
resulted the final network. This model was used 
as the input to the time-variability analysis.

2.4. Time-Variability Analysis
To quantify the time variability, we proposed 

a sliding window method, in which the window 
was moved one block in each step, and DCM was 
calculated each time the window was moved. The 
window size was selected to be in the length of 
two blocks and it moved one block in each step.

2.4.1. Simulated Data
Implementing the sliding window method on the 

three time-series, resulted in 19 DCM networks. 
The structure of the network was not changed 
and only the parameters were estimated. Eleven 
parameters needed to be estimated and we chose 
the size of two blocks to assure the convergence 
of the DCM algorithm as 32 data points were in 
two blocks of data. There were only one data and 
one model and so BMS/BMA algorithm were not 
needed. 

2.4.2. Real Data
Implementing the sliding window on real data 

resulted in 5 DCM networks for each subject. The 
most complex network had one input and four 
regions with all possible connections, in which 
60 parameters had to be estimated and with two 
blocks’ length 64 data points were used in the 
estimation process. We used a single DCM model 
structure and followed the changes in the links’ 
strength with time (the 5 models resulted from 
window movement). Since the network structure 
is the same for all subjects, we could use the 
Bayesian model averaging for reaching the final 
DCM within each window. This is summarized 
in Figure 3.

Figure 3. The scheme of method for finding group time 
variability. Data from subjects 1-n are windowed and in 
each window a Dynamic Causal Model is calculated. In 
the next step the Bayesian Model Averaging algorithm is 

implemented on these results.

3. Results

3.1. Classical DCM

3.1.1. Simulated data
Implementing classic DCM on the simulated data 

resulted in a network which is depicted in Figure 4.

Figure 4. The result of classic DCM implementation on the 
simulated time-variable network. The links with star are not 

time-variable.

It is obvious that the four time-invariable links 
(shown with stars) have been estimated correctly 
but other links’ strength differ from the original 
network.
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3.1.2. Real Data
As mentioned above, the defined model space 

included 38 models. The models were defined to 
cover all possible networks related to the task, 
with the four regions of interest mentioned above. 
These models were estimated for all subjects.

We have divided the model space into two 
families. The models with any nonlinear link were 
added to the nonlinear family and the other models 
were called linear. Comparing these two families, 
using BMS, showed a slightly better fitness of the 
nonlinear models; the numbers were 0.45 for linear 
and 0.55 for nonlinear, even though there was not 
any actual dominancy between families. The final 
network were calculated using BMA algorithm on 
the BMS results and it is illustrated in Figure 5. 

Figure 5. The final network structure. V: VMPFC, D: 
DLPFC, A: amygdala, and S: ventral striatum. This is the 
result of classic DCM. The network can be accounted as 
the average network over  time. The dotted ellipse is the 

modulatory effect of input on the links. The stregth of the 
input modulatory effect is shown near the ellipse.

There were two nonlinear effects in the network. 
A DLPFC effect to the link from ventral striatum 
to VMPFC and a ventral striatum effect to the link 
from amygdala to DLPFC. The input modulatory 
effects are shown as dotted ellipse on the relative 
links in the figure. As observed, five links were 
affected from input. In addition, ventral striatum 
had only one output to VMPFC region and no 
other regions were affected from it.

3.2. Time-Variability Analysis

3.2.1. Simulated Data
Seven links’ strength were time-variable in the 

network and nineteen DCMs were calculated in 
each time points. The resulted links’ strength are 
shown in the Figure 6. 

Figure 6. The time-variable change in the seven links of 
the simulated network is shown in this figure. The top is the 
structure of the network with numbers on the time-variable 
links. The bottom panel shows the change outcome in the 

links’ strength.

3.2.2. Real Data
The final network outcome from the last step was 

used for time-variability test. The links’ strength 
investigation showed an exponential increase 
in the cognitive inputs modulatory effect. The 
input modulatory effect on the link from DLPFC 
to ventral striatum grew exponentially. It started 
from a negative value, near zero, and increased to 
approximately 0.1 (Figure 7a). The same scenario 
happened for the input effect on the link from 
amygdala to DLPFC (Figure 7b). However, the 
input effect on the link from DLPFC to amygdala 
started from a negative value (-0.24), and the 
magnitude of this link increased later on (-0.5) 
(Figure 7c). The effects on the links from VMPFC 
to amygdala and from ventral striatum to VMPFC 
both started from around zero, but increased with 
different time constants and reached 0.21 and 0.12, 
respectively (Figure 7d & 7e).
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Figure 7. Time variability results. This figure shows the input modulatory effect changes over time. The effect change on the 
link from DLPFC to ventral striatum (a), the effect change on the link from amygdala to DLPFC (b), the effect change on the 
link from DLPFC to amygdala (c), the effect change on the link from VMPFC to amygdala (d), and the effect change on the 

link from ventral striatum to VMPFC (e).

The effect of ventral striatum to the link from 
amygdala to DLPFC began from a negative value of 
-0.15 and exponentially increased to -0.06 (Figure
8a). The effect of DLPFC on the link from ventral

striatum to VMPFC also began from a negative 
value of -0.4 and increased to -0.02 (Figure 8b), 
but the initial magnitude of this effect was about 
three times larger than the other nonlinear effects. 
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Figure 8. Time variability results in the model space. The change of nonlinear links are shown in this figure. The effect 
change of ventral striatum on the link from amygdala to DLPFC (a), and the effect change of DLPFC on the link from ventral 

striatum to VMPFC.

Tracking the parameter changes in time revealed 
that the final structure of the network changed 
(Figure 9). As it is shown in the first time point, 
the only input modulatory effect was the effect on 
the link from DLPFC to amygdala. The other input 

modulatory effects gradually appeared over time. 
On the other hand, the nonlinear links existed at the 
beginning of the imaging, but they disappeared at 
the end.

Figure 9. The network structure evolution over time. This figure shows the structure change in 5 time points. The time points 
2,3, and 4 have the same structure but different parameter values.

4. Discussion
In this paper, using a simulated network data and

a real data from an older fMRI study on a cognitive 
task comprising normal subjects, we initially 
tested a classical Dynamic Causal Model on the 
data to explore the effective connectivity network 
between the regions. The DCM network outcome 

for real data was later used for the time-variability 
analysis. The time-variability was tested with a 
two blocks length moving window which moved 
for one block in each step. The parameters of the 
simulated network was re-estimated each time the 
window moved, resulting 19 DCM networks. For 
the real data, the DCM network from the classic 
DCM calculation were re-estimated each time the 
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window was moved. Therefore, 5 DCMs were 
quantified for each subject, and consequently, 
using BMA, 5 group DCMs were calculated.

The regions of interest in the real data were 
ventro-medial prefrontal cortex, dorso-lateral 
prefrontal cortex, amygdala, and ventral striatum. 
Calculating DCM among these regions in our data 
resulted in a network with two nonlinear effects 
emerging from DLPFC and ventral striatum to the 
link from ventral striatum to VMPFC, and from 
amygdala to DLPFC. Five links were affected 
from the cognitive input, including the links 
from DLPFC to ventral striatum, ventral striatum 
to VMPFC, amygdala to DLPFC, DLPFC to 
amygdala, and VMPFC to amygdala. VMPFC, 
DLPFC, and amygdala were all reciprocally 
connected. Ventral striatum had inputs from these 
three regions but had only one output to VMPFC. 

The DCM network outcome for the simulated 
data showed that the implementation of time-
invariable method on a time-variable network is 
not appropriate as the strength of time variable 
links were not estimated correctly. Using time-
variable method showed a good fit to the links’ 
strength pattern change over time. For the real 
data, the time-variability test showed changes in 
the strength of few of the links among the 5 DCMs, 
which had exponential forms. The magnitude of the 
input modulatory effects showed increment, and 
that of the nonlinear effects showed decrement. By 
omitting the links with zero strength, the change in 
the structure of the network was revealed. 

As stated above, time-variability in effective 
connectivity has been studied previously in other 
modalities, but it is rarely studied in DCM for 
fMRI [31]. Friston and colleagues, using a Hebbian 
model for the PET data in twelve consecutive 
measurements showed that effective connectivity 
grew stronger in correlation with the task [2]. 
Havlicek and colleagues used Kalman filter as 
a time-variable model to estimate the Granger 
causality changes with time on a simulated data 
and two real fMRI data, and showed the superiority 
of time-variant models on time-invariant models 
[10]. Plomp and colleagues, using a multivariate 
time-varying Granger causality method on 
epileptic EEG data, showed changes in the 
connections between brain lobes with time [11]. 
Similarly, the changes in the GCM parameters in 

brain during measurements has been illustrated 
in many previous works [12, 13]. The changes 
in DCM network over time for MEG data is also 
observed previously [33].

The brain has been shown to have temporal 
dynamicity and therefore exploring time-variability 
in brain connectivity networks is advantageous 
for understanding the real-time behavior of the 
brain. In fact, EEG or fMRI data in essence are 
time-variable, and therefore their analysis methods 
should always consider the time-variable nature of 
the signals[15, 17].

In this study, we investigated the applicability of 
using DCM analysis to explore the time-variability 
of brain effective connectivity. For this purpose, 
we used a sliding-window method which to the 
best of our knowledge has not been previously 
used in DCM for fMRI. The benefit of using a 
sliding window method is that we did not interfere 
in original DCM estimation process. The results 
showed that the brain regions would be effectively 
connected, the connection which may change 
and disappear/appear with time. The results also 
showed that using a classic time-invariable DCM 
for a time-variable network concludes wrong 
estimations. Despite the strength, this study was 
limited in choosing a good step size as one whole 
block. The step size can be chosen to be as short 
as TR but the estimation process must be changed. 
The other issue was limiting the time-variability 
analysis to a single structure; however, this resulted 
in a single reliable time-variable DCM network for 
the whole group, but defining the model space for 
each 5 DCM estimation could lead to a different 
outcome. The other issue relating to the simulation 
was using a single structure for the model and if 
the model space included more models BMS/BMA 
algorithms could be implemented on the results.
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