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Abstract

Purpose: Real-time motion tracking of the thorax region of patient's body is a main issue in various parts of
medical fields, such as radiotherapy. Several strategies were proposed by using different monitoring hardware. In
this work, a contactless method is proposed using an optical camera to trace breathing motion by implementing
virtual markers defined on the chest area. A detailed algorithm has been developed to analyze the video frames
and track each virtual point in real real-time fashion.

Materials and Methods: In this work, Python program and its OpenCV library have been utilized for breathing
motion, two-dimensionally. Database utilized in this work is motion data taken from the breathing motion of a
real volunteer. The motion data was captured using a cellphone optical camera, and the gathered data was
transferred to the in-room computer system by means of WiFi. It’s worth mentioning that 15 virtual test points
were determined using Artificial Intelligence concept of Python inside the chest area.

Results: Final results show that the performance accuracy of the monitoring proposed idea is acceptable. The
chest area is determined automatically and will be variable for each patient, uniquely. Various normal and deep
breathings were tested in real time at different respiration frequencies. For example, two-dimensional motion
displacements of a test point are 4.75 and 7.15 mm for normal and deep breathing, respectively.

Conclusion: The main robustness of the proposed motion tracking method is simplicity, contactless, and using
virtual markers determination, while real infra-red markers are currently used clinically by being located on
patient's chest skin.
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1. Introduction

In recent decades, radiotherapy has been well
known as a curative and palliative strategy for killing
the tumor cells and eliminating cancer [1-4]. In
radiotherapy of dynamic tumors, while motion is a
challenging issue, there will be potentially significant
difference between the planned dose measured during
the Treatment Planning System and the actual dose
delivered into the tumor volume [5].

Dynamic tumors are located in the thorax region of
the patient's body and move due to breathing
phenomena, heartbeat, gastrointestinal system, and
filling/emptying the bladder and rectum, known as
intra-fractional motions [6-8]. Apart from PTV
(Planning Target Volume) defined for static tumors,
ITV (Internal Target Volume) has already been
specified for moving tumors to cover the tumor motion
amplitude, three-dimensionally [9-14]. Therefore, in
prior conventional radiotherapy of moving tumors,
PTV includes ITV, consisting of the total tumor
motion region, resulting remarkable dose to healthy
tissues around the tumor volume. This will be the main
concern while OARs (Organ at Risk) are located near
the tumor site and may give rise to secondary cancers
[15-18].

Several strategies have been proposed to manage
motion issue at radiotherapy ranging from breath
holding [19-21], real-time tumor tracking using
external surrogates [22-35], and X-ray fluoroscopy
[36, 37]. At thebreath-holding method, patient
cooperation is needed, while most patients, such as old
or children, are not able to proceed with the treatment
process. Moreover, this strategy has a non-negligible
error while holding the breaths are not essentially
similar to each other. At the latter strategy, using a
fluoroscopy system, the amount of additional imaging
dose received by the patient is significant which is
against the ALARA (As Low As Reasonably
Achievable) principle [38-40]. Although the
fluoroscopy system in the treatment room gives real
coordinates of tumor volume continuously, if the
contrast is not an issue [37]. It should be noted that in
both latter methods, an internal clip is implanted inside
or near the tumor volume in order to enhance the
contrast [41-44].
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At external surrogates radiotherapy, a prediction
model is utilized to estimate tumor position three-
dimensionally as function of external rib cage motion
in real time [23, 45-48]. To do this, hardware systems
are installed in the treatment room to monitor the rib
cage and abdomen motion as external data and tumor
motion as internal data, synchronously. The prediction
model is first trained by finding a proper correlation
between the external and internal motions data,
extracted at the pre-treatment step. It should be noted
that three to five markers are located on the thorax
region of the patient's body, representing external
motions. The information of internal tumor position is
determined by means of a stereoscopic X-ray imaging
system [49, 50]. It’s worth mentioning that the
performance accuracy of the model is intermittently
checked by taking X-ray images during the treatment
Several predictive models have been
proposed in different literature ranging from linear to
combined neuro fuzzy correlation models [34].

session.

In radiotherapy based on surrogates, external data
extraction from the thorax region is one of the main
components using noninvasive strategies. Several
works have been done to gather external motion data,
such as respiration belt [51], respiration capacitor [52],
ultrasonic sensors [53], Doppler radar [54], and
Optical cameras, such as infrared and so on [55-58].

Carlo et al. [59] proposed using non-contact optical
sensors such as commercial cameras due to some
advantages as low cost and easy to use. L.Tarassenko
et al. [60] have introduced the same strategy, and they
used variation in intensity of RGB image pixels
through a selected region of interest. Michael et al.
[56] used optical cameras for motion monitoring using
Optical Flow algorithms for respiratory motion
tracking. In a later study, Lucas Kanade’s local optical
flow has been used over the entire image. The
drawback of this work is the long computational time.

In this study, a simple and feasible method was
proposed based on a common available optical camera
to track chest wall motion in real time. In the proposed
idea, the infra-red markers, which are currently used
clinically [61], are removed and a contactless strategy
based on virtual points is utilized as an alternative
representing external markers.

Along with different methods and sensors for
motion capture, those which are contactless and [62]
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have remarkable priority. Using a contactless
monitoring sensor, there is no need for patient
cooperation, and the patient is also safe against some
skin issues caused by markers [42, 63].

After data gathering from the camera, the extracted
motion data are automatically saved as log files,
cumulatively. It should be noted that a proper
algorithm based on Optical Flow (OF) [43-46] was
developed at the Python software package to enable
operators to determine the desired area of the thorax
region, the number of virtual points, and the
coordinates of each point. in order to further simplify,
the chest wall location can be automatically detected
using Artificial Intelligence (AI) methods.

Final obtained results show that the Region Of
Interest (ROI) of captured images for motion tracking
is based on the basis an artificial intelligence pre-
defined in Python, automatically. Due to this, OF will
not be implemented on the entire image data and
therefore the computational time of the final program
will be significantly reduced which yields motion
monitoring in real-time mode. Furthermore, by
comparison to the other methods, the proposed idea is
superior because of its simplicity and feasibility by
means of e.g., mobile cellphone cameras.

2. Materials and Methods

In the radiation treatment of moving tumors,
external surrogates radiotherapy is now implemented
clinically. In this method correlation model is
responsible for tracking tumor motion using external
markers' motion. Figure 1 shows the configuration
(step 1), performance (step 2), and testing (step 3) of
the model. As mentioned, internal tumor motion data
is correlated with external motion data extracted from
optical cameras at the pre-treatment step for model
training. Then the configured model is ready to use
external data as input.

As seen in this figure, external motion data
extraction is one of the most important parts that
should be performed with appropriate accuracy, which
is the main focus of this study.

2.1. Python, OpenCV & Optical Flow

Python is a user-friendly Object-oriented and high-
level programming language that is very attractive for
use in various fields ranging from computer-aided
requirements, mobile applications development, and
web page design (Python Ver.3.10.7). Moreover,
Python includes a very strong in-accessible modules
library that enables us to import and export them at
each desired project, easily.

External data Internal data

External data

External data Internal data

Step I : pre-treatment
Model config

Step II : during treatment
Model performance
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i :
1 1
1 1
1 1
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E Model Output Output i
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Step III : during treatment
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Figure 1. Correlation model diagram for tumor motion tracking at external surrogates radiotherapy
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OpenCV (Open Computer Vision, Ver 4.6.0) is an
open-source library that uses more than 500
algorithms to analyze photos and videos for different
aims. Firstly, introduced in 1999 by Intel to improve
the development of image processing applications. In
this study, OpenCv library was added to Python and
OF was then implemented on the given images to
detect the external thorax motion of each patient's
body.

Optical flow algorithm is a commonly available
dedicated code to follow an object's motion via given
frequent images of that object. The output of OF
depicts a two-dimensional vector showing the
movement of an object from one point to another. The
OF algorithm is working on the basis of two following
assumptions: Firstly, intensities of the object pixels
don’t change in consecutive frames, and secondly,
nearby pixels have similar movement.

Considering I(x, y, t) represents the Intensity
variable, in the first frame after a short period of time
(Equation 1):

I(x,y,t) =I(x +dx,y + dy,t +dt) (1)

Where dx and dy are displacements on the X and Y
axes, and dt is the elapsed time. The simplification of
the above equation is as follows (Equation 2):

fxu—l'fy19 +ft (2)
Where (Equation 3),
_9 L of
fx - a'fy ay
_dx _dy (3)
“SacUae

Which fx and fy are picture gradients, and similarly
and ft will be the time gradient. since the optical flow
is an equation with two unknown parameters (u, 9), it
is unsolvable [64]. So, there are different methods to
solve the equation that one of which is through the
Lucas-Kanade method.

The Lucas-Kanade assumes that if all nearby pixels
in a 3*3 matrix with the same movement, equation 2-
2 is repeated for all 9 points in that matrix. The new
optical flow equation is (Equation 4):
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u_ Zifxiz Zifxifyi - _Ziin fri
v Zifxi fyi Zlfyiz _Zifyif“

So, there will be 9 equations with 2 unknown
parameters that will be solvable [65-67].

4)

The whole diagram of our developed program is
shown in Figure 2.

[) Raw Image

U

IT) Chest Detection (ROI)

il

[1T) Test Points Selection

J

IV) Algorithm Implement

!

V) Motion Calculations

!

V1) Validation

Figure 2. Block diagram of the developed program

2.2. Chest Region Detection as ROl & Test
Points

In the first section, the video input file has been
initialized which results in an infinite loop for
capturing the frames of inconming video (raw Images
Figure 2, block No. 1). It should be noted that, there is
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an open-access Media Pipe Library at Al part of
Paython represrnting human body pose detection by
means of 32 landmark (Figure 3).

By applying this ability of Paython AI on our
incoming video frames, two landmarks located on
right shoulder (Figure 3, landmark No. 11) and left
shoulder (Figure 3, landmark No. 12) of the patient's
body are detected automatically. Then, the chest
surface region will be automatically determined using
a specific area located at the lower part of two 11 and
12 landmarks as a benchmark. It should be noted that
the chest region detection is done on the first video
frame assuming no unwanted motion of the patient
body (Figure 2, Block No. 2). Our developed program
has been done on our case, and Figure 4 shows the ROI
as rectangular red.

22 12 e qq 21 19

32 30 29 31

After chest detection, the next step includes test
points coordinates at ROI (Figure 2, Block No. 3). Test
points represent some specific virtual coordinates
distributed at ROI with similar distances to each other.
Figure 5 depicts 15 test points in the chest area of our
case. It should be noted that the above test points are
utilized as input for our developed optical flow
algorithm to trace test points displacements as a
function of time. Also due to using testpoints as an
input of the motion tracking algorithm the overall
computional time will be decreased. Since each patient
has its unique body pose, it’s worth mentioning that
our developed program is able to be personalized for
each patient on a case-by-case basis, mainly at two
sections: I) shoulder landmarks detection and II) test
points distribution.

0 - nose 17 - left pinky

1 - left eye (inner) 18 - right pinky

2 - left eye 19 - left index

3 - left eye (outer) 20 - right index

4 -right eye (inner) 21 - left thumb

5 - right eye 22 - right thumb

6 - right eye (outer) 23 - left hip

7 - left ear 24 - right hip

8 - right ear 25 - left knee

9 - mouth (left) 26 - right knee

10 - mouth (right) 27 - left ankle

11 - left shoulder 28 - right ankle

12 - right shoulder 29 - left heel

13 - left elbow 30 - right heel

14 - right elbow 31 - left foot index
15 - left wrist 32 - right foot index

16 - right wrist

Figure 3. 32 media pipe landmarks pre-defined at Phayton Al human body pose detection

Figure 4. chest area detection as ROI using Python Al subroutine
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2.3. Data Gathering and Optical Flow
Performance

In this work, the motion data of the chest region was
captured by means of an optical camera of the
Sumsung Galaxy A33 cellphone. The characteristics
of the main camera used in this study are 48
megapixels. Then, the captured video was transferred
into the computer system with a local WiFi interface
application as real-timein order to avoid time latency
of the system.

After selection of the test points at block No. 3, the
OF algorithm is ready to execute on the motion
database extracted by test points displacement. To do
this, the BGR frames taken by the optical camera
should be converted to a Gray scale as acceptable
images as required for the Lucas-Kanade function in
OF. The optical flow algorithm works on the basis
motion displacement of test points between two old
and current frames. Due to this, the first frame that is
used for ROI detection can also be utilized as an old
frame for OF performance.

During OF implementation, the latest taken frame
is considerd as new image and therefore 15 test points
displacments calculation is done by repeating OF
execution, using prior old frame. After gathering the
coordinates of old and new points from the OF
algorithm, it is needed to calculate the motion
displacement. According to Figure 5, assuming one of
15 points (as ptl), motion displacement is calculated
using the new point (as pt2) through the Pythagorean
theorem (Figure 6).

It should be noted that since the location of test
points is in a pixel mode, the result of movement
calculation will be in pixels. so that, as the final step,
the conversion from pixels to millimeters is
required.BecauseBecause after extracting motion
data, it is imported as external data into the correlation
model, and since the output of that model is in the
millimeter system, the input of it should be in the
millimeter system which is the output of this program.

2.4. Test and Validation of the Developed
Program

As mentioned, the calculated movement should be
converted from pixel to millimeter. To do this, a
pixel/millimeter ratio as a metric tool is needed for this
conversion. There is a specific library in the openCV
module of Python that can detect some commonly
available markers known as Aruco markers (Figure 7).

In this work, we chose an Aruco marker with a total
50x50 millimeter dimension for installing on a patient
vest. This Marker enables us to convert the number of
pixels into the millimeters. If the length and width of
the marker in pixel sizes called PL and PW, and
similarly their length and width in millimeters called
ML and MW, the total displacement in millimeter
size(MT) is
displacement in pixel size called PT as shown in
Equation 5:

calculated as below, where final

Mg=M,xM, , Ps=P,xPy,

pmratio = f—: ®)]

M; = P; X pmratio

Figure 5. 15 test points distributed inside the ROI
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Figure 6. calculating total movement (distance) through the Pythagorean theorem

(dx and dy represent horizontal and vertical displacement, respectively)

Figure 7. Four typical Aruco markers

that is the way used for validating and converting
displacement data from pixels to millimeters. Since
there is a specific package in Python for the detection
of some special markers called “aruco marker”, those
kinds of marker have been used for data conversion.
Considering that the millimeter to pixel ratio is
different at any distance from the camera, this
Technique was used for more accurate results.

Figure 8 shows the validity process of the proposed
idea using an Aruco marker installed on the vest of our
case as a volunteer. The developed program will
convert pixel size to millimeters using the radius
mentioned above. Then, each dimension between two
given points can be easily measured. As an example.
The following figure shows the distance between the
two left and right shoulders. (landmarks 11 and 12)

As seen, the measured value is 288.8 millimeters
while the real measured distance is 300 by means of
the standard metric system.

FBT, Vol. 13, No. 1 (Winter 2026) 104-116
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Figure 8. measuring shoulder width

3. Results

As mentioned, the optical camera used in this study
can capture motion data, two-dimensionally. For
taking three-dimensional motion information of each
point, two cameras are required. Figure 9 shows 2D
displacement of all fifteen test points at Left-Right (X-
axis) and Superior-Inferior (Y-axis) directions as a
function of time. The obtained data will be finally
saved as log files. For more clarification, Figures 10
and 11 illustrate the 1D displacement of all fifteen
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Figure 9. 2D motion displacement of all test points from No. 1 to No. 15
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Figure 10. 1D (on X axis) motion displacement of all test points from No. 1 to No. 15
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Figure 11. 1D (on Y axis)) motion displacement of all test points from No. 1 to No. 15

points on X and Y axes, separately. As seen in these on the Y-axis is significant regarding to the same
figures, the amplitude of displacements of the points displacement on the X-axis. In other words, while
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breathing, motion amplitude is almost in the Superior-
Inferior direction, which is mainly due to lung region
structure and Diaphragm motion direction.

For better visualization, the motion displacement
data of test point No. 3 has been chosen versus a
specific time period of one minute (Figure 12). As
seen in this figure, a typical inhalation and exhalation
has been shown (by red color) at two signals. Also,
part of the signal marked by green color represents
rapid breathing in which the respiratory frequency
would be increased, which is obviously noticeable on
the graph. The amplitude of this signal depends on the
breathing type, which will be normal or deep with
various frequencies.

4. Discussion

The main aim of this study is to monitor the chest
motion of patients as real time by using a simple
strategy applicable at radiotherapy using an external
surrogates strategy. An optical cellphone camera that
is very common available tool, has been used as
hardware system to capture motion information with
proper sample rate to track breathing motion as
function of time. The captured data were moved to the
computer system by means of WiFi. Moreover, a
motion tracking algorithm based on optical flow has
been developed at Phayton software package.
Furthermore, the Artificial Intelligence
subroutine of Python has been employed for chest

robust

region and test point detection. It should be noted that
the test points defined in this study are virtual and

there is no need for physical external markers for
locating on patient's body skin, such as infra-red
markers and so on. The proposed method is
contactless, that is another novelty of the performed
work. Taking into account virtual markers, the
minimum cooperation is needed with patients who can
be helpful for medical physicians. Using a cellphone
camera as a commonly available optical camera for
motion tracking of the chest is another robust point of
the proposed method due to the availability and costs
of such cameras. Since final displacement data are in
pixel system, an Aruco marker located on the patient's
vest has been used to convert pixels into the standard
metric system, such as millimeters. It should be noted
that the vest should be tight enough to capture real
chest motion with no fault.

The final obtained results represent the motion
displacements as 2D and 1D in the left-right and
superior-inferior directions of the patient's body. To
do this, a volunteer has cooperated with us asking
different types of breathing with various amplitudes
and frequencies. According to Figures 9 and 10, the
end parts of these graphs indicate deep breathing,
while the rest of the graphs show normal breathing. By
comparing the results, the main displacement with
remarkable motion amplitude is almost at superior-
inferior direction that is mainly due to the diaphragm
organ and the lung anatomical structure. Future studies
can be done taking internal tumor motion information
by means of X-ray imaging systems and developing
an appropriate correlation between chest motion data
extracted by our proposed strategy and internal tumor
motion using prediction models. Moreover, in order to
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Figure 12. motion displacement of test point No. 3 as a function of time(from left to right: the first red circle represents
normal breathing, the green circle in the middle represents rapid breathing at high frequency, and the last red circle shows
deep breath, which has the highest amplitude, and there is a pause between two cycles of breathing process)
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obtain 3D motion information of the chest area, two
optical cameras can be used with different angles.

5. Conclusion

This study includes real-time motion monitoring of
the chest area applicable to external surrogates
radiotherapy. A commonly available optical camera
was used as hardware, and an algorithm was
developed in Python to analyze the captured motion
data of the chest region. A volunteer was asked to
cooperate for testing and validating the proposed
strategy. Various types of breathing such as normal
and deep breaths, were monitored properly in real
time. The proposed method is contactless with proper
simplicity and can be suggested to radiotherapy
centers for clinical applications.
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