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Abstract 

Purpose: In this study, we propose a novel generalizable hybrid underlying mechanism for mapping Human Pose 

Estimation (HPE) data to muscle synergy patterns, which can be highly efficient in improving visual biofeedback.  

Materials and Methods: In the first step, Electromyography (EMG) data from the upper limb muscles of twelve 

healthy participants are collected and pre-processed, and muscle synergy patterns are extracted from it. 

Concurrently, kinematic data are detected using the OpenPose model. Through synchronization and 

normalization, the Successive Variational Mode Decomposition (SVMD) algorithm decomposes synergy control 

patterns into smaller components. To establish mappings, a custom Bidirectional Gated Recurrent Unit (BiGRU) 

model is employed. Comparative analysis against popular models validates the efficacy of our approach, revealing 

the generated trajectory as potentially ideal for visual biofeedback. Remarkably, the combined SVMD-BiGRU 

model outperforms the alternatives. 

Results: The results show that the trajectory generated by the model is potentially suitable for visual biofeedback 

systems. Remarkably, the combined SVMD-BiGRU model outperforms the alternatives. Furthermore, empirical 

assessments have demonstrated the adept ability of healthy participants to closely adhere to the trajectory 

generated by the model output during the test phase. 

Conclusion: Ultimately, incorporating this innovative mechanism at the heart of visual biofeedback systems has 

been revealed to significantly elevate both the quantity and quality of movement. 
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1. Introduction  

The World Health Organization (WHO) highlights the 

increasing prevalence of functional disabilities due to 

factors such as aging and neurological diseases, impacting 

independence and Quality of Life (QOL) and aspects 

related to Activities of Daily Living (ADL) [1-4]. 

Neurorehabilitation methods like Exoskeleton robots, 

Functional Electrical Stimulation (FES), and Biofeedback 

offer promising avenues for recovery [5-9]. Biofeedback, 

particularly EMG-based, influences brain neuroplasticity 

and has shown promise in post-stroke rehabilitation [10, 

11]. Various studies explore the efficacy of auditory, 

visual, and EMG biofeedback in improving motor 

function post-stroke [12-27]. EMG signals offer distinct 

advantages for biofeedback due to their ability to convey 

muscle activation patterns [28-31]. However, challenges 

persist in optimizing visual biofeedback trajectories and 

addressing the variability in muscle activity across 

individuals [32-37]. Recent research incorporates Deep 

Learning (DL) strategies, including Convolutional Neural 

Networks (CNN) and Recurrent Neural Networks (RNN), 

to enhance accuracy and robustness [38-44]. 

Understanding the intrinsic properties of EMG signals, 

such as non-stationarity and susceptibility to noise, is 

crucial for accurate analysis and interpretation [45-50]. 

Methods like Empirical Mode Decomposition (EMD) and 

Variable Mode Decomposition (VMD), along with novel 

approaches like Sequential Variable Mode 

Decomposition (SVMD), offer solutions for signal 

processing challenges [51-56]. The paper introduces the 

SVMD-BiGRU method, aiming to map kinematic data to 

muscle synergy, presenting a promising direction for 

future research. The following summarizes the 

contribution of this research:  

• Overcoming challenges in traditional approaches, 

addressing issues like marginal effects and mode 

confusion in EMD, and eliminating the need to determine 

the number of modes in VMD or decompositions in the 

EMD method. 

• Adeptly decomposing EMG data, revealing hidden 

patterns in time series data, and showcasing the model's 

ability to predict data without relying on previous 

information or parametric assumptions. 

• Demonstrating exceptional versatility, the model 

proves effective for various EMG and HPE data streams 

related to both upper and lower extremities. 

• Experimental results highlight superior performance 

and faster execution compared to conventional methods, 

positioning the SVMD-BiGRU method as an ideal choice 

for biofeedback applications. 

• The usability of the visual trajectory generated based 

on the proposed model was evaluated by healthy subjects, 

and it was confirmed to be user-friendly. 

The remainder of this paper is organized as follows. 

Section 2 introduces the data collection, adopted 

methodology, and constructs the proposed hybrid model 

based on the presented method. Experimental results are 

shown in Section 3, the discussion is shown in Section 4, 

and Section 5 gives the conclusions, limitations, and 

suggestions for future research. 

2. Materials and Methods  

2.1. Data Collection  

In this study, twelve individuals in a healthy 

condition (comprising eight males and four females, 

ranging from 21 to 63 years of age, all right-handed) 

and devoid of any medical history or skeletal disorders 

actively participated in the experiment. The number of 

samples was selected based on statistical power 

analysis and comparable research, which shows that 

this sample size is sufficient to detect significant 

effects in our proposed model. The homogeneity of the 

sample increases the reliability of the data and makes 

it suitable for our study. Thus, all participants were 

right-handed and devoid of medical issues. 

Before any data collection, the participants were 

informed, and a permission form was signed. The 

study protocols were clear for all the Participants. The 

Ethics Committees and the Iranian Registry of Clinical 

Trials (IRCT) approved this study [57]. The 

participants had no history of musculoskeletal 

disorders or cognitive problems. The demographic 

characteristics of the participants are illustrated in 

Table 1. 

During the experiment, participants remained 

seated with the visual monitor positioned nearby, 

within a meter's distance. They performed horizontal 

movements with internal rotation using their right 

hand. Electrodes were placed on the Posterior Deltoid 

(PD), Pectoralis Major (PM), Middle Trapezius (MT), 

and Lower Trapezius (LT) muscles, following 
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SENIAM and electromyography guidelines, with a 

consistent electrode spacing of 20 mm [57]. 

Challenges such as loose skin, hair, fat, sweat, and 

coldness can affect signal quality and electrode 

adhesion [58]. Table 2 describes the approximate 

location of the electrodes for each muscle. 

 

Surface EMG signals were recorded with electrodes 

placed on muscle bellies after skin exfoliation and 

cleansing, with reference electrodes on the thoracic 

spine bone [58]. A commercial Flex-Comp Infiniti 

amplifier was used, sampling at 2048 Hz. Participants 

performed shoulder movements, aiming to adjust 

speed based on visual and audio feedback. Movements 

included internal and external rotation within the 

accepted range of 0° to 90°. Data collection comprised 

five rapid movements lasting 10 seconds each and 

three slower movements lasting 20 seconds each, with 

a 10-second break between fast and slow movements 

to prevent fatigue. To improve the model's 

performance, we first implemented several 

conventional pre-processing steps. Initially, a 

bandpass Butterworth filter with cut-off frequencies 

between 40-400 Hz was used. A low cut-off frequency 

of 40 Hz was selected to remove low-frequency 

components, including motion artifacts and baseline 

drift, which are common in EMG recordings. A cut-

off frequency above 400 Hz was selected to eliminate 

high-frequency noise and electrical interference and 

ensure that the signals related to muscle activity were 

preserved concerning its frequency range. All negative 

signal values were then corrected to positive, which is 

necessary to create a clear representation of the signal 

amplitude. Outliers were removed to increase signal 

reliability by removing outliers that could confound 

the analysis. After that, a low-pass filter with a cut-off 

frequency of 4 Hz was applied to obtain the EMG 

envelopes. This step was critical for smoothing the 

rectified EMG signals, highlighting the overall muscle 

activation pattern while reducing high-frequency 

noise. The choice of 4 Hz was based on its 

effectiveness in capturing the envelope of muscle 

activity, which typically exhibits low-frequency 

characteristics [38]. The pre -processing steps are 

shown in Figure 1. For joint position analysis, an HD 

webcam was used, with OpenPose chosen for Human 

Pose Estimation (HPE) due to its effectiveness in 

managing multiple individuals and crowded scenes 

[59-62]. The selection of OpenPose for HPE is 

justified due to its strong ability to manage complex 

movements. OpenPose is highly effective in detecting 

and tracking multiple body parts and joints with 

precision, even in dynamic and cluttered settings. Its 

Table 1. Demographic characteristics of healty 

participants 

Parameters 
The Participants 

(N =12) (Mean±SD) 

Age (years) 41.55± 16.23 

Gender 
Female 3(25%) 

Male 9(75%) 

Abbreviations: Values are expressed as Mean ± Standard 

Deviation 

Table 2. Placement of electrodes for each muscle [57-58] 

Channel Muscles Position References 

1 

Posterior 

Deltoid 

(PD) 

2 cm below 

posterior crista 

of the scapular 

acromion. SENIAM 

guidelines 

[57] 

 
2 

Pectoralis 

Major 

(PM) 

3 cm below the 

one-third line 

from the medial 

clavicular head 

to the scapular 

acromion. 

3 

Middle 

Trapezius 

(MT) 

The middle 

point on the 

horizontal line 

between the 

root of the 

scapular spine 

and the third 

thoracic spine. 

D.C. 

Preston 

and B.E. 

Shapiro 

[58] 

 

4 

Lower 

Trapezius 

(LT) 

The Middle 

point between 

the spinous 

process of the 

seventh cervical 

vertebra and the 

trigonum 

scapula. 

 

 

Figure 1. EMG signal display after pre-processing steps 
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capability to handle multi-person detection and 

accurately estimate key points makes it ideal for real-

time applications involving intricate human 

movements [63, 64]. 

 In our study, depicted in Figure 2, we have selected 

key points 1 through 7 for the upper limb. It's 

noteworthy that these points necessitated robust 

synchronization due to the frequency variance 

observed in the input data [65, 66]. 

A down sampling technique aligned the EMG 

signal (2048 Hz) with pose estimation processing 

(around 30 Hz), achieving effective synchronization. 

Signal normalization using the min-max approach 

enhanced performance outcomes. Vectorization of 

both signals ensured compatibility in dimensions for 

network integration, facilitated by the Numpy Library, 

boosting processing speed. 

2.2. The Proposed Methodology 

The study introduced a two-phase model to address 

the challenges discussed earlier. In the offline stage, as 

depicted in Figure 2a, the data underwent pre-

processing, and the muscle synergy control matrices 

were derived using the HALS algorithm. 

Concurrently, OpenPose estimated joint positions 

relevant to arm movement. The pre-processing step 

involved synchronization and normalization based on 

a dynamic function adaptable to varying frequency 

rates via a down-sampling method. To enhance patient 

understanding, three synergy control matrices were 

transformed into a time series using an averaging 

block. In addition, the SVMD method facilitated the 

simultaneous decomposition of all EMG pattern 

modes, emphasizing compactness around a central 

frequency. Now, each of these extracted modes as 

input h(t) and kinematic data as input x(t) is entered 

into the Bi-GRU model for prediction and training.  

The model's output for each mode was summed for the 

final prediction. According to Figure 3b, in the online 

phase and without EMG recording, assisted by the 

trained model developed during the offline phase, it 

can be used by comparing h(t)  (desired trajectory) 

and ĥ(t) (actual trajectory) as an underlying 

mechanism based on muscle synergy to develop visual 

biofeedback systems. 

 

A. Extracting the Muscle Synergy Pattern 

For each movement, muscle patterns are a linear 

combination of time-varying synergies or coordinated 

activations of a group of muscles with a specified 

onset time and varied intensity course. Each muscle 

synergy includes a weight coefficient, amplitude 

range, and time shift [67]. The muscle activation 

pattern was created by combining these synergies. The 

time-varying synergy model can be defined as 

Equation 1 [68]. 

 

Figure 2. OpenPose key points topology [65-66] 

 

 

Figure 3. Block diagram illustrating the proposed model in (a) 

offline (train) and (b) online (test) modes 
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𝑀(𝑡) = ∑ 𝐶𝑖𝑊𝑖

𝑁

𝑖=1

(𝑡 − 𝑡𝑖) (1) 

Where 𝑀 is the pattern of time-varying muscle 

activity, the number of time-varying synergies is 

denoted by 𝑁, for the ith synergy, 𝐶𝑖 is a non-negative 

scaling coefficient called the control matrix, and 𝑡𝑖 is 

the synergy onset delay, 𝑊𝑖 is the weighting matrix, 

which is the muscle activity for 𝑖th synergy at the time 

𝑡𝑖. Because muscle activation is a nonnegative 

quantity, 𝐶 and 𝑊 are nonnegative. Several 

approaches for obtaining 𝐶 and 𝑊 coefficients have 

been proposed. HALS are well suited for our 

technique. HALS provides a broad range of 

capabilities, and is computationally cheaper than the 

conventional NMF method, and can work with many 

different components [68]. Finally, the following 

HALS algorithm was used to extract the synergetic 

patterns of shoulder movement: 

𝑀 = [𝑊][𝐶]𝑇 (2) 

Consider a preprocessed set of EMG signals 

denoted as 𝑀, organized in an 𝑚 by 𝑛 matrix, where 

m represents the number of time series and n is the 

count of EMG channel inputs. Let 𝐶 = [𝑐1,..., 𝑐𝑗]  be 

the synergy set, where 𝑗 corresponds to the number of 

synergies, and 𝑐𝑗 = [𝑐1, . . . , 𝑐𝑛]𝑇 represents an 

individual set of synergies. Here, 𝑐𝑛 signifies the 

coactivation coefficient of EMG 𝑛. Additionally, 𝑊 is 

the coactivation coefficient of the synergy, presented 

as a matrix with dimensions 𝑚 by 𝑗 [69]. Once the 

synergy model is developed, learning algorithm 

approaches are used to iterate Equation 3 and Equation 

4 several times, with 𝑘 (1, 2,..., 𝑗) denoting the label of 

synergies [69]. 𝐶 and 𝑊 matrices were generated 

using a single set of shoulder movement EMG data. 

[𝐶𝑘] ← [𝐶𝑘] + 
([𝑀][𝑊]𝑇 − [𝐶][𝑊]𝑊𝑇)𝐾

[𝑊𝑘][𝑊𝑘]𝑇
 (3) 

[𝑊𝑘] ← [𝑊𝑘]𝑇 +  
([𝑀]𝑇[𝐶] − [𝑊]𝑇[𝐶]𝑇[𝐶])𝐾

[𝐶𝑘]𝑇[𝐶𝑘]
 (4) 

B. The Proposed Hybrid Model  

The architecture of the proposed hybrid model is 

illustrated in Figure 2. It shows that the synergy 

patterns are inputs of the model and visual 

biofeedback trajectory is the model output. First, a 

decomposition method is used to decompos synergy 

control patterns into smaller components. The 

Successive Variational Mode Decomposition 

(SVMD) proves advantageous in EMG data 

decomposition, offering a systematic approach that 

ensures accuracy and robustness to noise [54]. Its 

efficiency in real-time applications, coupled with its 

adaptability to dynamic signals, makes SVMD a 

valuable tool for unraveling complex EMG data 

nuances. Similarly, VMD, based on the Wiener Filter 

and Hilbert Transform, employs an iterative 

framework to extract optimal results, decomposing 

EMG signals into discrete sub-signals with limited 

bandwidth [53]. This iterative process continues until 

all modes are extracted or the reconstruction error falls 

below a predefined threshold [54]. But the process of 

the SVMD algorithm is as follows: 

• Step 1. Initialization of parameters. 

• Step 2. By using Parswal's equality applying 

some change of variables and expanding the 

equations with new variables, as well as using 

the Alternating Direction Method of the 

Multiplier algorithm (ADMM) to repeatedly 

solve the minimization problem and calculate 

𝑢̂𝐿
𝑛+1(𝜔). 

• Step 3. Update 𝜔𝐿
𝑛+1. 

• Step 4. Using the double ascent approach, the 

updated equation of the Lagrangian multiplier 

𝜆 ̂𝑛+1(𝜔)  is calculated. 

• Step 5. The algorithm is repeated until the 

convergence condition [54]. 

After decomposing, the extracted Intrinsic Mode 

Function (IMF), as the input data, was given to the 

Artificial Neural Network (ANN). The used ANN was 

a Bidirectional Gated Recurrent Unit (BiGRU). This 

ANN will be elaborated on in the next subsection. In 

summary, the SVMD-BiGRU method is as follows: 

• SVMD Decomposition: Utilizes the SVMD 

approach with parameters such as Number Of 

Modal (𝑁𝑂𝑀), 𝛼𝑚𝑖𝑛, 𝛼𝑚𝑎𝑥, 𝜏, and 𝜀  to 

decompose control synergy data into modal 

subsets. 

• Mode Period Calculation: Determines the period 

of each mode component by evaluating the ratio 
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of sample points to local extrema (maxima or 

minima) within each subset. 

BiGRU Prediction: Applies a dedicated BiGRU 

model to predict 𝑥𝑡, input based on each mode subset 

represented by ℎ𝑡  , generating individual prediction 

results. 

 

• Prediction Combination: Integrates predictions 

from all mode subsets to produce the final 

prediction outcome. 

• Input Dataset Reconfiguration: Reorganizes the 

input dataset into a time loop window spanning 

from time 𝑡 + 1 to time 𝑡 − 1 to facilitate 

sequential processing and prediction continuity. 

• BiGRU Model Application: The restructured 

input dataset is fed into the BiGRU model, which 

consists of four hidden layers followed by a Fully 

Connected (FC) layer. This configuration enables 

the model to predict the human pose accurately at 

time 𝑡 based on the processed input data. 

It was explained previously that the SVMD was 

used to decompose the input data ℎ(𝑡)  =

 {ℎ1, ℎ2, . . . , ℎ𝑛}, into 𝑀𝑜𝑑𝑒 =  {𝑚𝑜𝑑𝑒𝑗}, 𝑗 =

 1, . . . , 𝑁𝑂𝑀,. Then, we use the BiGRU approach to 

predict each 𝑚𝑜𝑑𝑒𝑗, 𝑗 =  1, . . . , 𝑚 and get the 

predicted value based on 𝑥(𝑡)  =  {𝑥1, 𝑥2, . . . , 𝑥𝑛} of 

each mode as follows (Equation 5): 

𝑂𝑗 = 𝐵𝑖𝐺𝑅𝑈(𝑚𝑜𝑑𝑒𝑗), 𝑗 =  1, . . . , 𝑁𝑂𝑀 (5) 

After obtaining the predicted value 𝑂𝑗 of each 

𝑚𝑜𝑑𝑒𝑗, the final result is expressed as: 

𝐹ℎ =  ∑ (𝑂𝑗)

𝑁𝑂𝑀

𝑗=1

 (6) 

Where 𝑂𝑗 represents the predicted value of 𝑚𝑜𝑑𝑒𝑗, 

because ℎ =  ∑(𝑚𝑜𝑑𝑒𝑗), the predicted value of ℎ is 

shown in Equation 6. 

It is worth noting that selecting suitable initial 

values for SVMD is essential for the effective 

denoising of sEMG signals. Therefore, 𝑁𝑂𝑀 is 

usually selected in the range of 5 to 10, and according 

to the frequency range of sEMG, it creates a balance 

between analysis granularity and computational 

efficiency, which was selected in this study as 12.  The 

regularization parameter (𝜆) should initially be set to 

a small positive value (0.1 to 1) to achieve a trade-off 

between preserving signal fidelity and ensuring 

smoothness. The threshold parameter (𝑂𝑗) needs to be 

dynamically adapted based on the standard deviation 

of each Intrinsic Mode Function (IMF). Additionally, 

the BiGRU architecture in this study includes two 

hidden layers, each comprising 128 neurons, 

optimized with the Adam optimizer set at a learning 

rate of 0.001. A batch size of 32 is used, along with a 

dropout rate of 0.3 to prevent overfitting. The update 

and reset gates use a sigmoid activation function, 

while the candidate activation uses a hyperbolic 

tangent function. The model is trained for 50 epochs, 

with Xavier initialization for weights and L2 set to 

0.01. The input sequences have a length of 30-time 

steps, balancing computational efficiency and the 

ability of the model to capture temporal dependencies 

in EMG signals. 

C. The Adopted Neural Network 

Generally, a time series is a collection of vectors 

that are dependent on time 𝑡. The ability to predict the 

future values of a vector called 𝑦 is useful or essential 

when deciding on a control plan or optimizing activity, 

production, or selection [70]. The issue of prediction 

can be formalized as finding a function that yields an 

estimate 𝑦̂ (𝑡 + 𝐷) of the vector 𝑦 at time 𝑡 +

𝐷 (𝐷 = 1,2,3, ⋯ ), given the values of 𝑦 up to time 𝑡, 

plus some time-independent variables (exogenous 

features)  𝑢𝑖 (Equations 7, 8): 

𝑦(𝑡), 𝑡 = 0, 1, 2,   .  .  . (7) 

 

Figure 4. Architectural structure of the SVMD–BiGRU 

model 

PROOF



 S.A. Zendehbad, et al.  

FBT, Vol. 13, No. 1 (Winter 2026) XX-XX XX 

𝑦̂(𝑡 + 𝐷) =  𝑓 (𝑦(𝑡), ⋯ , 𝑦(𝑡 − 𝑑𝑦), 𝑥(𝑡), ⋯ , 𝑥(𝑡 − 𝑑𝑢)) (8) 

where 𝑥(𝑡) and 𝑦(𝑡) are the model's input and 

output at time 𝑡, dx, and dy are the system's input and 

output delays, respectively; and 𝑓 is a nonlinear 

function. 𝐷 is usually set to 1, indicating one step 

forward, but it may be set to any number greater than 

one (multi-step-ahead) [71]. Among all the proposed 

structures, RNNs are capable of modeling arbitrary 

nonlinear dynamic systems [72]. Unlike traditional 

feed-forward neural networks, RNNs maintain a state 

that allows them to anticipate information from any 

past window [73, 74]. Schuster et al. proposed a 

bidirectional RNN able to use forward and backward 

information [75]. The GRU architecture was first 

introduced by Chung et al. in 2014 to solve the 

traditional recurrent neural network problems such as 

the vanishing gradient problem or reducing the 

parameters in the LSTM architecture [76]. This study 

replaces traditional RNN cells with GRUs. Using the 

BiGRU, two hidden layers with opposite transmission 

directions are connected to the same output layer and 

provide information on past and future states. This 

means, the BiGRU neural network can make more 

accurate predictions since it can learn information 

from two different directions. A BiGRU splits the 

regular GRU neurons into forward and backward 

states (positive and negative time directions) [77]. 

Figure 5 illustrates the general BiGRU structure. 

As illustrated in Figure 6, the GRU cell has two 

gates, including an update gate 𝑧𝑡  and a reset gate 𝑟𝑡   

[78]. The update gate 𝑧𝑡 controls the amount of new 

information from the input data to the current state. the 

larger 𝑧𝑡 is, the more additional information we will 

have from the input data. The function of the reset gate 

𝑟𝑡 controls the amount of ignoring the status 

information related to the previous time. the smaller 𝑟𝑡 

is, the more previous status information is ignored. At 

time 𝑡, 𝑥𝑡 denotes the input and ℎ𝑡 denotes the hidden 

state. The symbol ⊗ is the element-wise 

multiplication and ℎ̃𝑡 which is the candidate vector 

that controls the rate of receiving new input 

information in the cell state during a modulation 

operation. 𝜎 denotes the sigmoid function, and 𝑡𝑎𝑛ℎ 

is the hyperbolic tangent function. The update gate 𝑧𝑡 

and the reset gate 𝑟𝑡 are calculated as illustrated in 

Equation 9, where 𝑊𝑟, 𝑊𝑧, and 𝑊ℎ̃𝑡  represent weight 

matrices. [ ] indicates that the two vectors are 

connected to each other, and ∗ denotes the element-

wise multiplication [78]. 

𝑟𝑡 =  𝜎 (𝑊𝑟 . [ℎ𝑡−1 , 𝑥𝑡] ) 
𝑧𝑡 =  𝜎 (𝑊𝑧 . [ℎ𝑡−1 , 𝑥𝑡] ) 
ℎ̃𝑡 =  𝑡𝑎𝑛ℎ (𝑊ℎ̃𝑡

 . [𝑟𝑡  ∗ ℎ𝑡−1 , 𝑥𝑡] ) 

ℎ𝑡 = (1 − 𝑧𝑡) ∗ ℎ𝑡−1 + 𝑧𝑡 ∗  ℎ̃𝑡 

𝑦𝑡 =  𝜎(𝑊𝑜. ℎ𝑡) 

(9) 

As discussed, The BiGRU model includes two 128-

neuron hidden layers, optimized with the Adam 

optimizer (learning rate 0.001), a batch size of 32, and 

a dropout rate of 0.3 

3. Results  

3.1. Implementation Details 

All models and methods were done using a Personal 

Computer (PC) running Windows 10 64bit, with 

32GB RAM, intel Core i7 - 12700k, and an NVIDIA 

RTX 2070 with 16GB of VRAM. For the software 

part, we used Python 3.9 with OpenCV, TensorFlow, 

Numpy, and Pytorch for DL models and calculations. 

MATLAB 2023a was also used for some pre-

processing of label data in text format to have a better 

understanding of the data. The data for training the 

reference model was divided into training and testing 

sets, with 80% of the data allocated for training and 

20% for testing. 

 

Figure 5. Interaction structure of GRU cells [81] 

 

 

Figure 6. Overview of BiGRU network structure [81] 
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3.2. Performance Criteria 

To evaluate the results of muscle synergy 

extraction, we used 𝑅2 and, Mean Square Error 

(𝑀𝑆𝐸). In order to enhance comprehension of the 

output produced by the HALS algorithm, we used 𝑅2. 

Using 𝑅2 we can determine the number of synergy 

matrixes. In Equation 10, the term 𝑆𝑆𝐸 denotes the 

sum of squared residuals, and 𝑆𝑆𝑇 is the sum of the 

remaining squares computed from the mean activation 

vector (𝑚̅) [79]. 

𝑅2 = 1 − 
𝑆𝑆𝐸

𝑆𝑆𝑇
= 1 −

 
∑ ∑ ‖𝑚𝑠(𝑡𝑘)− ∑ 𝑐𝑖

𝑠𝑤𝑖(𝑡𝑘− 𝑡𝑖
𝑠)𝑖 ‖

2𝑘𝑠
𝑘=1𝑠

∑ ∑ ‖𝑚𝑠(𝑡𝑘)− 𝑚̅‖2𝑘𝑠
𝑘=1𝑠

 = 1 −

 
∑ ( ℎ̃𝑡− ℎ𝑡)

2𝑁
𝑡=1

∑ ( ℎ̅𝑡− ℎ𝑡)2𝑁
𝑡=1

 

(10) 

Using the MSE as a loss function, BiGRU evaluated 

the accuracy of the models. Equation 11 was used to 

calculate the MSE loss function 

𝑀𝑆𝐸 =
1

𝑁
∑(ℎ̂(𝑡) − ℎ(𝑡))

2
𝑁

𝑖=1

 (11) 

For evaluating the goodness of fit of the proposed 

model, four measurement indexes were established to 

assess its validity: Root Mean Square Error (RMSE), 

Mean Absolute Percentage Error (MAPE), and 

Coefficient of determination (𝑅2), whose formulas are 

as follows (Equation 12, 13):  

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑( ℎ̃𝑡 − ℎ𝑡)

2
𝑁

𝑖=1

 (12) 

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

 ℎ̃𝑡 − ℎ𝑡

ℎ𝑡

|

𝑁

𝑖=1

 (13) 

Where ℎ̃𝑡 and ℎ𝑡 are the predicted value and the 

actual value at the time 𝑡, respectively, ℎ̅𝑡  is the 

average of the actual value, and 𝑁 is the total number 

of samples. To quantify the tracking quality, we 

computed the Correlation Coefficient (CC) between 

the displayed actual trajectory and the desired 

trajectory. Assume that we have two time-series 

observations, 𝐻 (Actual trajectory) and 𝑅 (Desired 

trajectory) of length 𝑛. Pearson’s correlation 

coefficient between the two time-series can be 

computed as follows: 

𝐻 =  ℎ1, ℎ2, ⋯ , ℎ𝑖,⋯ , ℎ𝑛 
𝑅 =  𝑟1, 𝑟2, ⋯ , 𝑟𝑖,⋯ , 𝑟𝑛 

𝐶𝐶 (𝐻, 𝑅) =  
∑(ℎ𝑖 −  ℎ̅)(𝑟𝑖 −  𝑟̅)

√∑(ℎ𝑖 −  ℎ̅)
2

∑(𝑟𝑖 − 𝑟̅)2

 
(14) 

3.3. Quantitative Results 

We conducted recordings of muscle activations 

from four sources and applied the HALS algorithm to 

extract three muscle synergy matrices. The 𝑅2 value 

remained consistently stable, indicating synergies 

exceeding 2. The variations in 𝑅2 concerning the 

number of both Figure and Figure 8. Additionally, 

Figure 9 presents the mean MSE values during the 

reconstruction of muscle activation patterns using the 

extracted 𝐶 and 𝑊 synergy matrices. The resultant 

model is deemed acceptable, given the mean MSE of 

0.0037. Notably, considering the range of the 

extracted muscle activation pattern (0-1), the 

computed MSE is notably low relative to the data 

range, suggesting commendable reconstruction 

performance. 

The prediction results encompass two key aspects. 

Firstly, a comparative analysis was carried out, 

assessing the performance of the proposed model 

against established conventional models such as 

NARX, LSTM, GRU, BiLSTM, and BiGRU, 

specifically in terms of mapping synergistic patterns 

to kinematic data. Secondly, the trajectory tracking 

 

Figure 7. The average R2 value calculated in connection 

to the quantity of synergy matrices 
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designed by the proposed model will be evaluated in 

dynamic scenarios with two different speeds on 

healthy participants. As can be seen in Table 3 and 

Table 4 The performance evaluation of different 

methods for healthy participants, the models have 

varied performances in the evaluation indices 

compared to each other. Figure 10 and Figure 11 

illustrate the outputs of both conventional models and 

the proposed model across five samples. 

Figure 12 illustrates the SVMD decomposition 

results of synergistic control patterns for slow and fast 

motion. This decomposition reveals 12 modes ranging 

from low to high frequencies, labeled as M1, M2, ..., 

and M12. M1 represents the lowest frequency signal 

of sequences, reflecting the long-term activity of the 

involved muscles, while M12 represents the highest 

hidden frequency component in the original signal, 

containing detailed information about the muscles 

 

Figure 8. Variations in the R2 index among participants and the overall mean with respect to the number of 

synergy matrices 

 

Figure 9. The participant (AZ) exhibits muscle 

activation patterns, and the obtained reconstructed 

signals are associated with two distinct numbers of 

muscle synergy patterns 

Table 4. The performance evaluation of different methods 

for slow movement 

Method RMSE MAPE (%) 𝑹𝟐 

NARX 0.1353 33.32 0.86 

LSTM 0.1655 40.73 0.80 

GRU 0.1216 29.78 0.89 

BiLSTM 0.1567 38.50 0.82 

BiGRU 0.1038 25.49 0.92 

SVMD- BiGRU 0.0999 24.48 0.93 

 

Table 3. The performance evaluation of different 

methods for fast movement 

Method RMSE MAPE (%) 𝑹𝟐 

NARX 0.1485 36.57 0.84 

LSTM 0.1887 40.30 0.74 

GRU 0.1408 34.67 0.85 

BiLSTM 0.1728 42.52 0.78 

BiGRU 0.1171 28.79 0.90 

SVMD- BiGRU 0.1044 25.63 0.92 

 

 

Figure 10. Comparison of fast movement output results 

from different models 
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involved in movement. The analysis results for two-

speed movement show that the analyzed modes of 

SVMD follow a specific pattern. 

The original signal spectrum offers a holistic view 

of the signal's frequency content, revealing dominant 

frequencies and periodicities [80]. In contrast, the 

reconstructed signal spectrum post-SVMD 

decomposition provides a detailed breakdown of 

individual modes, each representing a distinct 

oscillatory pattern extracted from the original signal 

[56]. Analyzing these modes' spectra allows for a 

nuanced understanding of specific frequency 

components associated with different behaviors or 

phenomena in the signal.  

Figure 13 provides a comprehensive visualization 

encompassing the Input Signal, Reconstructed Signal, 

and spectral analyses of both the original and 

reconstructed signals. This representation offers a 

holistic perspective on the signal decomposition 

process and the corresponding spectral characteristics. 

3.4. Qualitative Results 

The study aimed to evaluate the trackability of a 

visual biofeedback trajectory designed for arm 

movement rehabilitation. Participants were tasked 

with aligning their arm movements with a displayed 

trajectory, representing the desired biofeedback 

signal. The effectiveness of the trajectory was assessed 

by participants' ability to accurately follow it, 

indirectly adjusting disturbed muscular synergy 

patterns. Figure 14 illustrates a participant's attempt to 

track the trajectory, highlighting the study's focus on 

participant engagement and biofeedback effects. 

Figure 15 and Table 5 show the result of the tracking 

analysis. The mean and standard deviation of the 

calculated values of CC are 0.911 and 0.040, 

respectively. These values could convince us that the 

designed trajectory was trackable by the participants. 

Despite the dynamic changes in the displayed 

trajectory's geometry, participants demonstrated the 

ability to generate a motion-related trajectory that 

 

Figure 11. Comparison of slow movement output results 

from different models 

 

 

Figure 12. The SVMD decomposition reveals two distinct 

patterns: (up) corresponding to slow movement and (down) 

indicative of fast movement 

 

 

Figure 13. SVMD decomposition results: (up) shows the 

input signal and the reconstructed signal, and (down) 

shows the original signal spectrum as well as the spectrum 

of the reconstructed signal 
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maintained an acceptably strong correlation with the 

reference trajectory.  Last, in the evaluation of the ease 

of use of our recently created visual biofeedback plan, 

a Likert scale survey was given to 12 healthy 

volunteers. The survey included comments covering 

different areas of the user experience, with participants 

giving scores on a scale from 1 (Strongly Oppose) to 

5 (Strongly Approve). The volunteers assessed factors 

like the simplicity of the interface, simplicity of 

tracking, clarity of visual signals, and the general ease 

of use of the system [81].  

 

 

 

4. Discussion 

Integrating EMG biofeedback into neurorehabilitation 

poses challenges in designing effective feedback signals 

[82]. This study aimed to propose a mechanism for 

generating kinematic-related trajectories from muscle 

synergy patterns and assess their trackability by healthy 

participants [83]. Muscle synergy's adaptability in 

healthy individuals contributes to motor action 

flexibility. However, potential limitations include the 

small sample size of healthy participants, limited sample 

diversity, and the involvement of a restricted number of 

muscles in movement. Furthermore, there is a critical 

need for clinical trials and broader studies involving 

patient populations rather than relying solely on synergy 

pattern extraction from healthy participants. These 

factors could affect the generalizability of the study's 

findings to diverse clinical contexts. However, our 

central hypothesis was formed based on human motor 

control, which states that these movement patterns are 

common among all people for voluntary movements 

[84]. Positive feedback from user-friendliness 

assessment affirms the model's design. Such findings 

provide encouraging insights before patient testing. 

Synergy analysis suggests potential generalizability in 

arm movement patterns [85]. Challenges in adjusting 

model hyperparameters due to non-stationary biological 

data are noted, necessitating iterative refinement. Table 

3, Table 4, Figure 10, and Figure 11 that the performance 

of  SVMD- BiGRU compared model has less error and 

better performance than other models.  

The study highlights the advantages of the SVMD-

BiGRU model over classical recurrent neural networks, 

 

Figure 14. A participant is seated in front of a monitor 

and is trying to track the displayed visual feedback 

trajectory 

 

Figure 15. Tracking accuracy assessment for one 

participant abbreviated as BK 

Table 5. The mean value of the computed CC for 

each participant 

Participant ID Correlation Coefficient (CC) 

AZ 0.933 

ZS 0.916 

MP 0.865 

HD 0.967 

KA 0.906 

MS 0.860 

MR 0.938 

HR 0.974 

BK 0.911 

OA 0.826 

AT 0.913 

MR 0.900 
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emphasizing its ability to avoid issues like vanishing or 

exploding gradients while requiring fewer parameters 

compared to LSTM [86, 87]. This superiority is 

attributed to BiGRU's bidirectional architecture, which 

effectively mitigates issues such as vanishing or 

exploding gradients while requiring fewer parameters 

compared to LSTM models. The bidirectional design 

enables BiGRU to concurrently assimilate information 

from past and future contexts, thereby enhancing its 

proficiency in understanding and predicting sequential 

patterns [88]. Furthermore, the model's capability to 

accurately track slow and fast movements aligns with 

dynamic biological system dynamics, affirming its 

robustness in practical rehabilitation scenarios. The 

integration of SVMD with BiGRU proves effective, 

significantly enhancing performance with non-stationary 

data like EMG, thereby showing promising applications 

in visual biofeedback-based rehabilitation systems. This 

study represents a crucial advancement towards 

developing adaptive rehabilitation technologies capable 

of personalized treatment approaches. 

5. Conclusion 

The study addresses the gap in understanding the 

design of visual biofeedback signals for arm movement 

recovery applications, focusing on muscle activity 

patterns. By employing the SVMD-BiGRU model, it 

generates a kinematically related trajectory. Results 

show superior performance of the SVMD-BiGRU model 

compared to conventional ones, and healthy subjects 

found the trajectory user-friendly and trackable. The 

approach discussed holds promise for developing 

neurorehabilitation strategies using visual biofeedback 

for upper limb paralysis patients. Future work includes 

conducting clinical trials to evaluate efficacy in real-

world settings, longitudinal studies for assessing long-

term benefits, and refining the biofeedback system for 

personalized patient use. 
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